
Vol.:(0123456789)

Nuclear Science and Techniques (2025) 36:98 
https://doi.org/10.1007/s41365-025-01680-w

Validation and application of a coupled xenon‑transport and reactor 
dynamic model of Molten‑salt reactor experiment

Jia‑Qi Chen1  · Caleb S. Brooks2

Received: 14 August 2024 / Revised: 14 August 2024 / Accepted: 13 September 2024 / Published online: 18 April 2025 
© The Author(s), under exclusive licence to China Science Publishing & Media Ltd. (Science Press), Shanghai Institute of Applied Physics, the Chinese 
Academy of Sciences, Chinese Nuclear Society 2025

Abstract
Liquid-fueled molten-salt reactors have dynamic features that distinguish them from solid-fueled reactors, such that conven-
tional system-analysis codes are not directly applicable. In this study, a coupled dynamic model of the Molten-Salt Reactor 
Experiment (MSRE) is developed. The coupled model includes the neutronics and single-phase thermal-hydraulics modeling 
of the reactor and validated xenon-transport modeling from previous studies. The coupled dynamic model is validated against 
the frequency-response and transient-response data from the MSRE. The validated model is then applied to study the effects 
of xenon and void transport on the dynamic behaviors of the reactor. Plant responses during the unique initiating events such 
as off-gas system blockages and loss of circulating voids are investigated.

Keywords Nuclear-reactor dynamics · Molten-salt reactor experiment · Frequency response · Molten-salt reactor · Xenon

1 Introduction

The 2016 Paris Climate Accords set the goal of limiting 
the increase of global temperature 1.5∼2 ◦C higher than pre-
industrial levels [1], which calls for rapid action in carbon-
emission curtailment. Nuclear-power generation is crucial 
for achieving net-zero emission goals [2, 3]. Advanced 
reactors and small modular-reactor technologies, including 
molten salt reactors (MSRs), are being pursued globally to 
overcome the economic issues associated with large con-
ventional nuclear reactors [2, 4]. Molten fluoride or chloride 
salts are used as the primary coolants in MSRs, providing 
improved safety and thermal characteristics [5, 6].

In liquid-fueled MSRs, fissile and fertile materials (235U , 
233U-232Th , and Pu from spent fuel) are dissolved in fuel 

salt and circulated in the primary loop [7–10]. Several types 
of moderators have been considered for thermal-spectrum 
MSRs, including graphite [11], liquid sodium hydrox-
ide [12], and heavy water [13, 14]. The flowing fuel salt 
in MSRs enables unique features, such as intrinsic safety 
against core melting, passive reactor shutdown through the 
frozen valve, online refueling, and the online removal of 
fission products [15]. Online refueling and fission-product 
removal features can enable the flexible operation of MSRs, 
which will become increasingly valuable as intermittent 
generation increases on the grid [11, 16, 17]. The flexible 
operation of MSRs is facilitated by xenon removal. 135Xe is 
the major thermal neutron poison produced during reactor 
operations, whereas other unstable xenon isotopes (mainly 
133Xe and 131mXe ) are important radioactive sources [18, 19]. 
Xenon and its relatively insoluble gaseous fission products 
readily escape from the fuel salt at the salt–gas interface. In 
the MSRE, the salt–gas interface includes the free surface 
and droplets in the pump bowl, as well as bubbles circulating 
through the primary loop [11, 20].

For the flexible operation of MSRs, efficient and robust 
control schemes are required to minimize the engagement of 
control rods during frequent power variations. Such a con-
trol scheme should ideally incorporate nonlinear feedback 
effects from temperature, flow, voids, and xenon transport 
in the reactor. However, because of the differences between 
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MSRs and solid-fueled reactors, conventional system-anal-
ysis codes are not readily applicable for studying coupled 
effects in MSRs [21–25]. Major problems arise from the 
circulation of delayed neutron precursors (DNPs) for short-
term simulations [25] and the behavior of fission products 
for long-term calculations [26, 27]. For system analysis, the 
neutron kinetics of MSRs can be described by the modified 
point-kinetics equations1 (mPKEs) [25, 28, 29]. The studies 
by Dulla et al. [30] and Wooten and Powers [25] provide a 
rigorous derivation of the mPKEs for liquid-fueled reactors. 
The separation of noble gases and metals from fuel salts 
must be considered in long-term simulations [31].

In earlier studies, the authors developed a coupled xenon-
transport model to study xenon behavior and xenon-removal 
systems in MSRs using Simulink/MATLAB [11, 32]. The 
model was validated using xenon-poisoning data from the 
MSRE [18]. The coupled model tracked the transport of iso-
topes, heat, and momentum in typical MSRs. In addition, 
neutron kinetics in the reactor were modeled using mPKEs. 
In this study, the coupled model was extended and vali-
dated against various dynamic testing data from the MSRE 
[33–35] to demonstrate its capability for plant dynamic sim-
ulations. Compared with existing dynamics studies, the cur-
rent model adds the capabilities of void transport and xenon 
transport. This feature is exploited to study the influence of 
xenon transport, void transport, and decay heat generation 
on the dynamic characteristics of the MSRE. Furthermore, 
the plant responses during unique operational events are 
investigated.

2  Review on MSR dynamic simulations

As discussed in the previous section, the differences between 
MSRs and solid-fueled reactors prevent the direct applica-
tion of the existing system-analysis codes. Sustained efforts 
have been made in recent years to extend the existing sys-
tem-analysis codes or develop alternative codes to study the 
plant dynamics of MSRs. Selected studies are reviewed in 
this section.

Krepel et  al. [36, 37] developed the DYN1D-MSR 
and DYN3D-MSR codes to study MSR dynamics. In the 
DYN1D-MSR code, the multigroup neutron-diffusion equa-
tions are solved in the core using nodal-expansion tech-
niques, whereas the one-dimensional (1D) transport equa-
tions of the DNPs are solved in the entire primary loop. The 

thermal hydraulics of the reactor were also modeled. The 
reactivity data during the pump startup and coast-down in 
the MSRE zero-power experiment were used to validate the 
neutronics predictions [38]. The coupled model was vali-
dated against the thermal-convection test in the MSRE [39]. 
In the DYN3D-MSR code, the 3D neutron flux is solved 
using nodal-expansion techniques, whereas the DNPs are 
treated using 1D transport equations.

Cammi et al. [40] studied the dynamics of the Molten-
Salt Breeder Reactor using COMSOL multiphysics code. 
Two-group neutron-diffusion equations are used for the 
neutronics. The distribution of DNPs inside the core was 
resolved, and their decay outside the core was estimated 
using an exponential function with a fixed loop transit time. 
They subsequently studied MSRE plant dynamics using 
mPKEs with 1D lumped DNP transport equations [41]. In 
the 1D DNP transport equations, the axial distribution of 
DNPs inside the core was calculated using the prescribed 
neutron-flux profile, which was then linearly integrated to 
yield the total number of DNPs for use in the mPKEs. The 
responses of the MSRE plant following reactivity insertion 
and its power-to-reactivity frequency response are presented. 
Zanetti et al. [42] coupled the COMSOL multiphysics model 
with mPKEs solved in Simulink. The mPKEs were used to 
provide power and DNP sources, whereas the multiphysics 
model solved the neutron-diffusion equation in the reactor 
to produce the shape function, which was used to update the 
weighted mPKE parameters. The simulation and experimen-
tal results were in good agreement for the reactivity insertion 
transient and power-to-reactivity frequency responses. He 
et al. [43] developed a 3D thermal-hydraulics model of a 
graphite-moderated channel-type MSR with mPKEs and 1D 
DNP transport equations using COMSOL.

Diniz et al. [44] studied the dynamics of a conceptual 
1D reactor with coupled neutron diffusion and mPKEs. The 
multigroup neutron-diffusion code was used to update the 
importance-weighted parameters in mPKEs. The results of 
the coupled and noncoupled simulations were compared 
with the theoretical results. The coupled simulation can 
better capture reactor oscillations resulting from flowrate 
changes because changes in the importance profiles of DNPs 
were captured.

Zhang et al. [29] and Guo et al. [45] studied the dynamics 
of the MOSART reactor using mPKEs with in-house code. 
The lumped DNP transport equations for the in-core and 
out-core volumes were solved. The pump startup and coast-
down transients in the MSRE were used for validation [38]. 
Subsequently, Zhang et al. [46] developed a spatial-kinetics 
model, in which 2D two-group neutron-diffusion equations 
were solved together with DNP transport equations. The 
decay of DNPs outside of the core was approximated using 
an exponential function. The results were compared with 

1 In this work, the term “modified point-reactor equations (mPKEs)" 
is universally used for PKEs different from those for solid-fueled 
reactors. The formulation of these equations differ in the literature. 
Wooten and Powers [25] attempted to categorize different mPKEs, 
although their classification did not cover all existing models such as 
the classical model by Kerlin et al. [28]
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the standard PKEs and mPKEs using weighted parameters 
obtained from a 2D neutronics simulation.

Zhuang et al. [47] developed an in-house code, MOREL, 
to study the neutronics in the MSRE. The code includes 3D 
neutron multigroup diffusion equations with transport equa-
tions for DNPs. The decay of the DNPs outside the core was 
modeled using an exponential decay function. The pump 
startup and coast-down transients in the MSRE were used 
for validation [38]. Subsequently, the code was extended 
to study the dynamics of TMSR-LF [48]. Zhou et al. [49] 
studied the 1D distribution of fission products and the asso-
ciated radioactivity in the primary loop of TMSR-LF using 
the in-house code MSRFP.

He [50] modified TRACE to study the dynamics of the 
MSRE. The mPKEs are implemented using the so-called 
“circuit-solver” method. The model was applied to simulate 
the reactivity insertion transients in the MSRE. Notably, the 
“circuit solver” tends to cause numerical instability. Hanusek 
and Juan [51] applied TRACE to study power and tempera-
ture distributions in the MSRE, and mPKEs were included 
using the method proposed by He [50].

Shi et al. [52] extended the RELAP5/MOD4.0 code to 
include mPKEs with reference to the formulation by Guo 
et al. [45]. The extended code was validated against pump 
startup and coast-down transients [38] as well as the ther-
mal-convection test in the MSRE [39]. Chen et al. [17] 
used modified RELAP5 code to study the load-following 
characteristics of a conceptual MSR. Li et al. [53] improved 
mPKE modeling in the modified RELAP5 code by including 
1D DNP transport equations, where the DNP distributions 
inside the core were resolved. The improved model could 
better capture the reactivity change during pump startup 
and coast-down transients in the MSRE [38]. Comparisons 
were also made using reactivity insertion [34] and thermal-
convection tests [39].

The advanced system-analysis code SAM, developed by 
Argonne National Laboratory, is under active development 
and has been coupled with other codes for MSR applica-
tions [54, 55]. A 2D model of the MSRE was built, and its 
coupled solution capability was demonstrated [56]. In the 
MSRE model, the neutron-transport equations were solved 
by Griffin, whereas the transport equations of the DNPs, 
energy, and momentum were solved by SAM. Salko et al. 
[57] added a gas-transport model to SAM, and the drift-flux 
model was used to account for the slip velocity between the 
phases. Yang et al. [58] coupled the PROTEUS neutronics 
code with SAM using the MOOSE framework. The results 
were compared with the pump startup and coast-down tran-
sients [38] and the thermal-convection test in the MSRE 
[39].

In addition to in-house and traditional system-analysis 
codes, Simulink/MATLAB has been actively used to model 
MSRs, owing to its extensibility and comprehensive built-in 

libraries. Singh et al. [59–62] utilized Simulink to perform 
a series of modeling studies on the dynamics of MSRs. 
The mPKEs used by Kerlin et al. [28] were adapted for the 
model, and thermal hydraulics were considered using cus-
tomized lumped-parameter models. The dynamic model 
was validated against the frequency response and reactivity 
insertion data from the MSRE [59]. Pathirana et al. [63, 64] 
extended the Simulink model to include decay heat genera-
tion and considered the influence of fuel depletion using a 
predefined depletion table. Dunkle et al. [65, 66] studied the 
effect of xenon removal on the load-following performance 
of the NERTHUS reactor design with an open-loop control 
scheme. The general plant dynamics of NERTHUS were 
studied using an established Simulink model. Price et al. 
[67–69] used Simulink to study the behavior of xenon in 
MSRs, together with plant dynamics. Huang et al. [70] used 
Simulink to study the dynamics of an MSR coupled with an 
air-steam combined cycle.

Modelica-based codes were utilized for similar reasons to 
Simulink/MATLAB. A Modelica-based library for MSRs, 
called TRANSFORM, was developed by the Oak Ridge 
National Laboratory [71]. The library was used by Green-
wood et al. [71] to model the Molten-salt Demonstration 
Reactor. The model included the general thermal-hydraulics 
components of the primary and secondary systems. The 
transport of fission products and DNPs was included using 
the “trace-substance approach,” and the reactor dynamics 
were modeled using mPKEs. A simplified model of the off-
gas system was also included, in which the concentrations of 
the fission products in the system were calculated. A code-
to-code comparison between the Simulink and Modelica 
models of the MSRE was made by Pathirana et al. [72]. 
Fischer and Bures [73] applied Modelica and the TRANS-
FORM library to study the MSRE dynamics. The core neu-
tronics were modeled using mPKEs, whereas the axial power 
distribution was modeled using a predefined profile. The 1D 
DNP transport equations were solved, and their contribution 
to the mPKEs was evaluated using the steady-state adjunct 
flux. The model predictions were validated against the pump 
transient, reactivity insertion, and frequency response of the 
MSRE [34, 38].

3  Description of the coupled model 
of the MSRE

In a previous study, the authors [32] developed a Simulink/
MATLAB model to study the behavior of xenon in the 
MSRE. Lumped-parameter models were constructed for the 
pipes, heat exchangers, xenon-removal-system components, 
and reactor cores. The conservation equations for the void, 
heat, momentum, and fission products were solved using the 
coupled model. The reactor dynamics were modeled using 
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mPKEs [28]. In this study, the forementioned MSRE model 
was extended and modified as follows.

• The secondary loop of the MSRE is included to model 
the plant response.

• Model parameters for 233U fuel are added.
• The decay heat generation across the primary loop is 

modeled.
• The void reactivity effect is added. The feedback effects 

are calculated using nuclear importance-weighted param-
eters.

• The implementation of mPKEs is overhauled. The effect 
of fuel circulation on delayed neutron generation is con-
sidered by explicitly modeling the transport of DNPs.

3.1  General description of the simulink model

The general structure of the model is based on a previously 
developed model [32]. The model was open-source on 
GitHub, where the exact implementation can be obtained. 
In this subsection, a brief introduction is provided to the 
major governing equations, constitutive relations, and 
changes made to the previous models. The important system 

parameters used in the MSRE model are summarized in 
Table 1.2 The components of the coupled model are illus-
trated in Fig. 1.

The Simscape toolbox in Simulink was used to provide 
building blocks for the thermal-hydraulics modeling of the 
reactor. Descriptions of the Simscape components are read-
ily available in the Simulink/MATLAB documentation. 
Therefore, a detailed discussion of the individual compo-
nents is omitted. The overall decay heat-generation rate 
was modeled using three decay heat-precursor groups with 
reference to the study by Pathirana et al. [63], and the heat 
generation in each lumped volume was explicitly calculated.

The transport models for xenon and void fractions were 
developed in a previous work [32]. The complex xenon 
and void-transfer processes in theMSRE pump bowl were 
modeled using semi-empirical equations. The diffusion of 
xenon inside the core graphite, transfer of xenon between the 
phases, and dissolution of entrained bubbles were described 
using theoretical and semi-empirical models. The xenon bal-
ance equations for a general lumped volume are as follows:

Fig. 1  (Color online) Simpli-
fied diagram of the MSRE loop 
design. All the components and 
piping are included in the cou-
pled model except for the drain 
tanks and frozen valves

2 For density and viscosity, the temperature dependence is taken 
from data for uranium-free salt, and the correlation is linearly scaled 
to match the reported data for the fuel salt.
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where Slgr is the transfer term between the fuel salt and 
graphite, Slb is the transfer term between the salt and bub-
bles, Sbgr is the transfer term between the bubbles and graph-
ite, �a is the microscopic absorption cross section of xenon, 
Rfission is the fission rate, �salt is the average neutron flux 
in the fuel salt, and V̇  is the volume flow rate of the fuel 
salt. The subscript l refers to quantities related to the salt, 
b denotes quantities related to the gas (bubbles), and gr is 

(1)

dCl,xe

dt
=
Rfission𝛾xe

(Vcore
salt

NA)
+ 𝜆ICI − 𝜆xeCl,xe

− 𝜙salt𝜍aCl,xe − Slgr − Slb + V̇(Cin
l,xe

− Cout
l,xe

),

(2)

dCb,xe

dt
= − 𝜆xeCb,xe − 𝜙salt𝜍aCb,xe + Slb

− Sbgr + V̇(Cin
b,xe

− Cout
b,xe

),

used to represent quantities related to the graphite. Outside 
the core, the direct fission generation, burnup, Sbgr , and Slgr 
terms are zero, whereas the other terms remain the same. 
The diffusion of xenon inside the core graphite is calculated 
by numerically solving the following diffusion equation with 
the burnup and decay terms [74]:

where Cgr,xe is the phase-averaged xenon concentration, � is 
the porosity of the graphite, and Jxe is the xenon mass flux 
at the outer boundary of the core graphite. The formation of 
each term is discussed in a previous publication [32].

(3)
dCgr,xe

dt
= �gr,xe∇

2Cgr,xe − (� + ��a)Cgr,xe,

(4)Jxe = −��gr,xe∇Cgr,xe,

Table 1  Key non-neutronics 
parameters used in the coupled 
Simulink model of the MSRE

Terms Specifications Refs.

Salt Specifications 235U fuel
salt composition

7LiF- BeF2- ZrF4- UF4
(∼%-29.1%-5%-0.9%)
(33% Enrichment)

[8]

233U fuel
salt composition

7LiF- BeF2- ZrF4- UF4
(∼%-29.3%-5%-0.14%)
(91.5% Enrichment)

[75]

Density 2615 − 0.594T[kg∕m3] [76]
Viscosity 1.77E- 4e3624∕T [Pa ⋅ s] [77]
Specific heat capacity 1967.8[J∕kg ⋅ K] [8]
Thermal conductivity 1.4[W∕m ⋅ K] [78]

Reactor In-core fuel volume 0.708[m3];25[f t3] [79]
Graphite heat capacity 6.44[MW ⋅ s∕K] [28]
Plenum, downcomer &
flow distributor volume

0.8552[m3] [79]

Fission energy in salt 93.4% [80]
Graphite-fuel overall
heat-transfer coef.

0.036[MW∕K] [28]

Fuel Pump Discharge rate 71.6[L∕s];1200[GPM] [79]
Bypass to pump bowl 4.1[L∕s];65[GPM] [79]
Pump bowl volume 0.1359[m3] 4.8[f t3]

60% filled
[31]

Pump volume 0.0255[m3];0.9[f t3] [79]
PHX Nominal fuel

inlet temperature
935.93[K];1225[◦F] [79]

Nominal coolant
inlet temperature

824.82[K];1025[◦F] [79]

Nominal power 10[MW] [79]
Fuel volume 0.1727[m3];6.1[f t3] [79]

Piping Total volume 0.1444[m3];5.1[f t3] [79]
Coolant Loop Total coolant volume 1.2672[m3] [33]

Coolant heat capacity 2384.9[J∕kg ⋅ K] [81]
Coolant salt density 2328.7 − 0.42T[kg∕m3] [81]
Flow rate 52.4[L∕s];830[GPM] [79]
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The gas/void transport is based on volume conservation 
and the homogeneous equilibrium model. The gas and fuel 
salts were assumed to move at the same velocity. The solu-
bility of the inert gas bubbles was considered using an alge-
braic model based on experimental data obtained during the 
MSRE [20, 32].

3.2  Modified point‑kinetics equations, core nodes, 
and feedback effects

In the current model, the implementation of mPKEs and 
the calculation of reactivity feedback effects are modified 
in comparison with the previous study [32]. The modifica-
tions are discussed in this subsection. The neutronics and 
feedback parameters used for different fuel types are sum-
marized in Table 2.

In MSRs, fuel salt circulates in the primary loop. Thus, 
the DNPs were transported out of the core. Thus, some of 
the delayed neutrons were lost during the transit time across 
the primary loop. Moreover, the physical and adjunct neu-
tron fluxes and DNP-concentration profiles varied under the 
fuel-salt flow. Therefore, a modification of the point-kinetics 
equation derived for solid-fueled reactors is required. A rig-
orous derivation of mPKEs can be found in Dulla et al. [30, 
85]. However, such a rigorous approach can only be realized 
by coupling a neutronics code to the system-analysis model, 
which significantly increases the simulation time. Instead, in 
the current study, the classical model by Kerlin et al. [28] is 
selected as the starting point. The model was developed dur-
ing the MSRE and has been calibrated using various dynam-
ics testing data obtained from the experiments. Therefore, 
even though this model was derived without considering 
the importance of DNP, it was in good agreement with the 
experiments. The original model proposed by Kerlin et al. 
[28] is

The last two terms in Eq. (6) correspond to the outflow and 
inflow of the DNPs at the reactor core. �l is the loop transit 
time outside the core and �c is the residence time within the 
core. The assumptions behind these equations are the instant 
mixing of DNPs inside the core and absence of precursor 
mixing outside the core.

In this study, Eq. (6) is replaced with a series of lumped 
conservation equations for DNPs. For each lumped volume, 
the following equation is solved:

If a sufficient number of lumped equations are included, 
Eq. (7) converges to Eq. (6). This implementation has three 
main advantages. First, Eq. (7) can be applied to both core 
and out-of-core nodes. It may be used with a neutronics code 
to derive the mPKEs using a quasistatic approach similar to 
that of Zanetti et al. [42] Second, by mapping the out-of-core 
node to each physical component and adding a correction 
factor to the outflow term, different mixing behaviors inside 
the corresponding physical components can be accounted 
for. Finally, the computer-memory requirement was signifi-
cantly reduced by moving from Eq. (6) to Eq. (7). This is 
essential for applying the current coupled model to extended 
runs under low-flow conditions. In the current implementa-
tion, one core node and ten out-core nodes were used with-
out exact mapping between the physical components and 
DNP nodes.

The thermal-hydraulics nodal diagram of the reactor is 
shown in Fig. 2, which includes the upper plenum, lower 
plenum, downcomer, inlet-flow distributor, and four linear 
core nodes. The axial heat conduction between the graphite 
nodes and plenums was included, whereas the radial con-
duction was neglected. The axial-power profile and nuclear-
importance profile used to calculate the feedback effects 
were taken from Haubenreich et al. [80].

4  Model validation against MSRE dynamics 
tests

In this section, the coupled model is validated against vari-
ous dynamics-testing datasets from the MSRE. The fre-
quency and transient responses of the coupled system model 
are investigated.

(5)dn

dt
=

� − �

Λ
n +

6∑

i=1

�iCi + S,

(6)
dCi(t)

dt
=

�i

Λ
n − �iCi(t) −

Ci(t)

�c
+

Ci(t − �l)e
−�i�l

�c
.

(7)
dCi,n(t)

dt
=

𝛽i

Λ
n − 𝜆iCi(t) +

V̇Ci,in(t)

Vn

−
V̇Ci,out(t)

Vn

.

Table 2  Key neutronics and feedback parameters of the MSRE for 
233U and 235U fuel [28, 82–84]

Parameters 233U Fuel 235U Fuel

PKE Decay constant,
�
i
, [1∕s]

[0.0126, 0.0337,
0.139, 0.325,
1.13, 2.5]

[0.0142, 0.0305,
0.111, 0.301,
1.14, 3.014]

Yield,
�
i
, [10−4]

[2.3, 7.9,
6.7, 7.3,
1.3, 0.9]

[2.23, 14.57,
13.07, 26.28,
7.66, 2.3]

Generation
time, �, [s]

4 × 10−4 2.4 × 10−4

Feed. Graphite temp.,
[δk∕k ⋅ K]

−5.814 × 10−5 −6.66 × 10−5

Fuel temp.,
[δk∕k ⋅ K]

−11.034 × 10−5 −8.712 × 10−5

Core void,
[δk∕k]

−0.45 −0.18
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4.1  Frequency response

The frequency response of a dynamic system is its response 
to a sinusoidal input signal in the frequency domain. The 
different frequency responses of the system can be defined 
based on the selected input and output signals. The fre-
quency response can be measured experimentally, which 
provides valuable information for controller design and 
stability analysis [86]. Moreover, frequency analysis is use-
ful for the experimental determination of reactivity-related 
parameters [38, 86, 87]. During the MSRE operation, multi-
ple dynamics-testing experiments were conducted to obtain 
the frequency responses of the reactor power to reactivity 
disturbances [33, 34]. These tests were conducted at differ-
ent steady-state power levels for both 235U and 233U fuels.

Because the coupled MSRE model is highly nonlinear, 
the frequency response cannot be obtained from a derived 
transfer function, as in a linearized model. Numerical experi-
ments are conducted to determine the frequency response of 
the coupled MSRE model. For each condition, the simula-
tion was first run for three days to reach steady-state xenon 
distributions, while the reactor was maintained at a criti-
cal condition using a PI controller. The PI controller was 
disabled, the final reactivity insertion was recorded, and the 

steady-state solution was saved. Using the steady-state solu-
tion as the starting point, sinusoidal reactivity signals of dif-
ferent frequencies were introduced into the system, and the 
simulations were run for a minimum of ten cycles or 1500 
s. The cross-power spectral density between the neutron 
density and reactivity signals was calculated and divided 
by the power spectral density of the reactivity signals. The 
outcome is a function in the frequency domain owing to the 
finite simulation time. The values of the signal frequencies 
form the frequency responses of the system.

For the 235U fuel, the simulated frequency responses at 
three different power levels are presented and compared with 
the experimental data [33] in Figs. 3 and 4. Different methods 
were used to obtain the frequency response in the dynamics-
testing experiments. The results from the different methods are 
not distinguished in the current study, and the spread of data 
points may be considered as experimentally uncertain. Based 
on the results, a general agreement was reached between the 
simulation and experiment, which suggests that the coupled 
MSRE model can capture the reactor behavior under small 
reactivity disturbances. Cammi et al. [88], Guerrieri et al. [89], 
and Henderson and Ragan [90] performed theoretical analyses 
of circulating fuel reactors from a transfer-function perspective 

Fig. 2  Thermal-hydraulics 
nodal diagram of the MSRE 
core in the coupled model

Fig. 3  Comparison of the 
power-to-reactivity frequency 
response from simulations and 
experiments at zero-power with 
235U fuel [35]
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using mPKEs. The conclusions and equations from these stud-
ies are used to aid in further discussions on the results.

Figure 3 illustrates the reactor response at zero power. This 
condition is of special interest because the thermal and poison-
ing feedback effects are absent. For solid-fueled reactors, the 
frequency response at zero power is dominated by neutronics 
models. For MSRs, the flowrate in the reactor also plays a sig-
nificant role. For low frequencies, the response of the reactor 
G(jw) is approximated by

The result dictates a nearly linear decrease in the log-log plot 
of the gain, and a frequency lag starting from −90 degrees, 
as observed in Fig. 3. The agreement between the simula-
tion, theory, and experiment at zero power provided strong 
confidence in the validity of the neutronics model adopted 
in this study.

When the reactor is powered, feedback effects from temper-
ature and xenon poisoning occur, and the frequency response 
of the reactor is complicated. When considering only the ther-
mal feedback with an averaged core temperature, the neutron-
temperature feedback transfer function can be defined as

whereas the closed-loop transfer function R(jw) is derived as

(8)G(jw) =
𝛿n

n0𝛿𝜌
≈ −

jw1

w
, when w ≪ 1 rad∕s

(9)w1 =
�

Λ +
∑

�i[1 + �l exp(−�l�i)∕�c]∕�i
.

(10)H�(jw) =
��t

�n∕n0
,

Eq. (11) shows that when the magnitude of G(jw) is large, 
R(jw) is dominated by H�(jw) , which corresponds to the 
case at low frequencies. However, when G(jw) is small, the 
closed-loop function converges to G(jw), as expected for 
high-frequency disturbances, because the fluctuation ends 
before the system feedback can react. H�(jw) is proportional 
to the reactor power such that a higher reactor power stabi-
lizes the reactor. Additionally, H�(jw)∕P0 is dependent only 
on the thermal-hydraulics characteristics. Comparing Fig. 4a 
and b, the gain of the reactor at a higher power is dampened, 
as anticipated. Moreover, the phase difference at lower fre-
quencies is positive rather than negative, as at zero power, 
which corresponds to a negative temperature-feedback coef-
ficient in H�(jw) . The simulation slightly overpredicts the 
gain at 2.5 MW, but satisfactorily predicts the gain at 8 MW. 
This reflects the imperfections in the thermal-hydraulics 
modeling employed in the current study.

Another characteristic of the frequency response can be 
observed by rearranging Eq. (11) as follows:

At low frequencies, the denominator converges to −H�(jw) . 
As the frequency increases, the magnitude of 1/G(jw) 
increases, whereas the magnitude of H�(jw) decreases. A fre-
quency exists at which the denominator is minimized, which 
is the natural or resonant frequency of the system. This res-
onance behavior is clearly observed in Fig. 4, where the 
reactor is the most unstable. Notably, the resonant behavior 

(11)R(jw) =
G(jw)

1 − G(jw)H�(jw)
.

(12)R(jw) = [1∕G(jw) − H�(jw)]−1.

Fig. 4  Comparison of the power-to-reactivity frequency response from simulations and experiments at zero power with 235U fuel [35]. a Fre-
quency response at 2.5 MW; b Frequency response at 8 MW
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does not indicate instability. In general, a smaller gain at the 
resonant frequency and a larger bandwidth of the resonant 
peak are indicators of more stable systems [91]. Finally, in 
Figs. 4b and 5b, a dip is observed approximately at 0.23 
rad/s, which corresponds to the out-of-core circulation time 
and delayed neutrons [59].

In Fig. 5, the frequency response for the 233U fuel is 
shown, which possesses shapes similar to the frequency 
response for 235U fuel. Again, good agreement is observed 
between the simulation and experiment. The gain of the 
reactor is generally increased for the 233U fuel com-
pared with the 235U fuel, indicating that it is less stable. 

Moreover, a dip near 0.23 rad/s is again observed and is 
more prominent than that with the 235U fuel.

In Fig. 6, the frequency responses of core-outlet-temper-
ature to rector-power from the simulations and experiments 
are presented. The frequency response obtained directly 
using the core-outlet temperatures deviated from the exper-
imental data, especially at higher frequencies. The same 
problem was noted in the report by Steffy [34], in which the 
dynamic model used during MSRE could not capture the 
result. The larger deviation at higher frequencies suggests 
that the source of disagreement is the temperature measure-
ment itself. Thermocouples were used during the MSRE 
for temperature measurements, which has non-negligible 

Fig. 5  Comparison of the power-to-reactivity frequency response from simulations and experiments with 233U fuel [33, 34]. a Frequency 
response at zero-power; b Frequency response at 8 MW

Fig. 6  Comparison of the 
temperature-to-power frequency 
response from simulations and 
experiments with 233U fuel [34]
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response times. The response time mainly originates from 
the thermal inertia and heat-transfer conditions in the meas-
urement system. A heuristic transfer function between the 
thermocouple measurement and surrounding flow tempera-
ture is derived from the one-dimensional heat-conduction 
equation in the Appendix as follows:

where h is the heat-transfer coefficient between the ther-
mocouple wall and fuel salt, L is the characteristic length 
of the thermocouple, �th is the thermal diffusivity of the 
thermocouple, and k is the thermal conductivity of the ther-
mocouple. A transfer function was used to convert the true 
temperature signal at the core outlet into the measured tem-
perature signal.

The thermocouple-sheath material used in the MSRE is 
Inconel, and the thermocouple is placed in the fuel salt using 
the so-called “INOR-8” lug [92]. The properties of Inconel 
718 are used in Eq. (13). The heat-transfer coefficient is esti-
mated using the following empirical correlation [93]:

Finally, the characteristic length used in the transfer function 
was 25.4 mm, which was the only nominal value used to 
approximate the thermal inertia of the measurement system. 
The solid lines in Fig. 6 show the simulations in which the 
thermocouple transfer function was applied. The good agree-
ment between the experimental data and simulation results 
is remarkable, considering the great simplification made in 
the derivation of the transfer function.

In conclusion, the current coupled model can generally 
predict the frequency response of the MSRE at zero power 
and elevated power levels for both the 235U and 233U fuels. 
No significant difference was observed between the two fuel 
types in terms of system frequency responses. The good 
agreement at zero power validates the neutronics model. 
Moreover, the thermal-hydraulics modeling adopted in this 
study was validated using the temperature-to-power fre-
quency response.

4.2  Transient response

In the previous subsection, the system frequency responses 
obtained from the experiments and simulations were com-
pared. Although the frequency response is a useful repre-
sentation of system behavior, it does not have a direct link 

(13)

M(jw) =
Tm(jw)

T∞(jw)

=

[

cosh

(√
jw

�th
L

)

−
k

h

√
jw

�th
sinh

(√
jw

�th
L

)]−1

,

(14)h =
0.683DfRe

0.466Pr1∕3

2Rtc

≈ 6461.8W∕(m2
⋅ K).

to the transient response of the reactor. In this subsection, 
the coupled model is validated against multiple transient 
experiments in the MSRE.

In the zero-power physics experiment of the MSRE, the 
transient responses during pump startup and pump coast-
down are measured [38]. At zero power, feedback effects 
from thermal and fission product poisoning are absent, 
and the system response is dictated by the neutronics and 
hydraulics characteristics of the reactor system.

In the pump-startup experiment, the reactor was initially 
critical, whereas the pumps were idle. At the start of the 
experiment, the pumps were turned on and a salt flow was 
established. This procedure was reversed in the pump coast-
down experiment. An automatic reactivity-control system 
was used to maintain the criticality of the reactor. The con-
trol-rod locations, pump speeds, and coolant flowrate were 
recorded. Unfortunately, the fuel-salt flowrate was not avail-
able. In the simulation, a hyperbolic tangent function was 
used to approximate the flowrate in the primary loop.

The simulations of the pump transients are compared with 
the experimental data in Fig. 7. Two simulation approaches 
are applied. In the first approach, depicted by the blue line, 
the reactor is assumed to remain perfectly at criticality, and 
the neutron density does not change. In the second approach, 
indicated by the purple line, a simple proportional controller 
is introduced as an approximation of the automatic control 
system employed in the MSRE. A sampling frequency of 
40 Hz is used for the neutron-density measurement. The 
proportional parameter is set as -50pcm percent neutron 
fraction. The maximum reactivity-change rate was limited 

Fig. 7  Comparison between the experiment and simulation of the 
pump transients [38]. The dash-dot line represents the relative flow-
rate in the primary loop (right axis). The solid lines correspond to the 
simulation results (left axis)
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to 25 pcm/s, matching the control-rod specifications in the 
MSRE [94].

Figure 7a presents the simulation results for the pump-
startup transient. Both simulation approaches predict the 
steady-state reactivity loss accurately but fail to predict the 
initial reactivity peak. The peak observed at approximately 
15 s is related to the out-of-core circulation time. The simu-
lation with the proportional controller exhibits the fluctuat-
ing behavior observed in the experiment, suggesting that 
such fluctuations may be related to the control system in the 
MSRE. Fig. 7(b) shows a comparison of the pump coast-
down transient. Both simulation approaches capture the gen-
eral trend of the reactivity change, whereas the PI controller 
helps reproduce short-period fluctuations.

Both simulation approaches failed to capture the reactiv-
ity peaks shown in Fig. 7(a), which requires further discus-
sion. In studies by Guo et al. [45] and Shi et al. [52], the 
simulated reactivity loss also failed to match the reactivity 
peak. In these studies, mPKEs were used with a homogene-
ous DNP distribution in the core, as in the current study. In 
contrast, in the work by Fischer and Bureš [73], the mPKEs 
were solved together with 1D DNP-transport equations, and 
the delayed neutron-generation term was weighted using the 
steady-state adjunct flux and power profile. Consequently, 
a long-period fluctuating behavior in the startup transient 
is observed. Considering the differences in the models, the 
disagreement between the current simulation and experiment 
during the startup transient may be related to the homogene-
ous treatment of DNPs inside the core. This smears the sharp 
reintroduction of delayed neutrons to the core center, where 
neutron importance is highest.

Figure 8 shows the reactor power following a 19 pcm 
reactivity insertion at an initial power of 5 MW. The reactor 
power quickly increases after reactivity insertion in the first 
few seconds. Subsequently, as the temperature of the core 
increases, the feedback effect offsets the added reactivity. 
The net steady-state result shows a slight increase in reac-
tor power. The simulation results generally agree with the 

experimental data. In the simulation, the initial power peak 
is slightly overestimated, and slow fluctuations in the power 
profile are not observed. Notably, during the experiments 
with the 233U fuel, notable neutron noise is observed owing 
to the circulating bubbles. Circulating bubbles are consid-
ered as the major source of the observed fluctuations [34], 
which are not modeled in the current study.

In conclusion, the current coupled model could predict 
the transient response of the MSRE under both zero-power 
and operational conditions. However, the mPKEs employed 
in the current study may require improvements to capture 
sharp transient behaviors and short-period fluctuations.

5  Model applications

In the previous sections, the coupled model was validated 
against the experimental dynamic data from the MSRE. 
In this section, the model is applied to study the unique 
dynamic characteristics of the MSRE. Moreover, a sensitiv-
ity study of the frequency response to the plant parameters 
is performed.

5.1  Power‑to‑flowrate and void frequency reponses

In the previous section, the power-to-reactivity frequency 
response of the MSRE, which is of general interest in reac-
tor control and stability analysis, was thoroughly investi-
gated. In this section, two other types of frequency responses 
unique to MSRs are investigated.

Figure 9 shows the power-to-flowrate frequency responses 
at different reactor-power levels and fuel types. The gain 
and flowrate are normalized to the operational parameters. 
The gain in Fig. 9 exhibits two peaks. The first peak cor-
responds to the resonant or natural frequency of the reactor, 
and is related to the heat transfer and thermal feedback of the 
reactor. The second peak is only observed at higher powers, 
which corresponds to the circulation of DNPs in the primary 
loop. The peak frequency is at approximately 0.23 rad/s, 
corresponding to the loop time of the reactor. The gain is 
larger at lower reactor powers, indicating reduced stability.

In Fig. 10, the power-to-core void-fraction frequency 
responses with the 235U fuel are plotted at two different 
powers. The disturbance is initiated at the pump bowl by 
changing the entrained void fraction. The results show that 
the reactor is relatively insensitive to small disturbances in 
the circulating void fraction at 8 MW. Both lines are nearly 
identical at frequencies higher than 0.1 rad/s, correspond-
ing to the timescale of the void-feedback effect. The fre-
quency response at lower frequencies is also related to xenon 
removal and xenon poisoning in the reactor. This effect is 
comparable to that of the delayed neutron fraction when the 

Fig. 8  Comparison of the simulated and measured power transients 
following a 19.0 pcm reactivity insertion at 5 MW with 233U fuel [34]
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reactor is powered. The reason that such a large reactivity 
effect is not reflected in the observed frequency response 
is the difference in the characteristic times. The change in 
xenon poisoning occurs within hours, whereas the change 
in the effective delayed neutron fraction has a timescale of 
seconds. The slow reactivity change associated with the cir-
culating void fraction may be used for the shim control of 
MSRs.

5.2  Plant response during unique initiating events

In this subsection, plant responses during two unique initiat-
ing events in MSRs are investigated. The first is a blockage 
in the off-gas system. When the off-gas system is blocked, 
xenon cannot be removed from the system and accumulates 
in the reactor. This results in a slow reduction in the reactiv-
ity. The second event is the loss of the circulating void frac-
tion owing to a change in the condition of the pump bowl. 
During this event, the reactivity of the reactor first increases 
because of the removal of the core-void fraction. However, 
because the xenon removal is hindered by the removal of the 
void fraction, the reactivity decreases in the long term. The 

simulation of plant responses in these two unique scenarios 
was made possible by the xenon and void-transport capabili-
ties of the coupled models.

Figure 11 shows the normalized power, core temperature, 
and xenon-poisoning levels following a blockage in the off-
gas line at different powers. The blockage in the off-gas line 
prevents the removal of xenon from the pump bowl. The 
reactor power and core temperature slowly decrease as the 
xenon poisoning level increases after the initiating event. 
The reactor power is more stable when the reactor operates 
at a higher power, although the corresponding increases in 
xenon poisoning are larger. The operating temperature at 1 
MW is slightly increased to separate the temperature lines. 
The temperature variation is more significant at 8 MW, 
compensating for the higher xenon-poisoning level. The 
temperature of the fuel increases as the fuel travels through 
the reactor, whereas the temperature of graphite is highest 
at the third node owing to the power-density profile. The 
large temperature variation at higher powers suggests that 
active control is required during this type of event to main-
tain a sufficient margin over the solidification temperature. 

Fig. 9  Power-to-flowrate fre-
quency responses of the MSRE

Fig. 10  Power-to-core void-
fraction frequency response of 
the MSRE
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However, limited intervention is required when the reactor 
is operating at a lower power.

Figures 12 and 13 show the plant response following 
the loss of the circulating bubbles in the pump bowl. The 
responses during the first hour are presented in Fig. 12. 
The core void-fraction lines are almost identical during this 

event. The reactor power increases as the core void frac-
tion decreases. The increase in reactivity due to the loss of 
the core void fraction is countered by the increase in the 
core temperature. At a higher reactor power, this thermal 
feedback occurs faster, and the resulting power peak is sig-
nificantly lower. The xenon-poisoning level only slightly 
increases in the first hour and does not contribute signifi-
cantly to the plant response.

Figure 13 shows the plant response in the first 50 hours 
after the loss of the circulating void. The plant response dur-
ing this period is solely controlled by the increase in xenon 
inventories owing to the absence of circulating bubbles. The 
plant reaches a steady-state within approximately 30 h. For 
the reactor at 8 MW, the final reactor power is slightly lower 
than that before the event, whereas the opposite is observed 
for the reactor at 1 MW. Notably, the loss of circulating 
bubbles does not lead to a complete loss of xenon removal 
because the spray in the pump bowl is still in operation.

5.3  Frequency‑response sensitivity study

In this subsection, a sensitivity study of various parameters 
of the power-to-reactivity frequency response is presented. 
Most of the frequency responses included in this subsec-
tion are obtained in a different manner from those in the 
other parts of the study. Instead of using sinusoidal reac-
tivity signals with different frequencies in multiple simula-
tions, a single band-limited white-noise signal is applied. 

Fig. 11  Plant response of the MSRE following a blockage in the off-
gas line. In the upper figure, the dash-dot lines correspond to xenon 
poisoning, and the solid lines correspond to reactor power. In the 
lower figure, the solid lines correspond to temperatures of the fuel 
nodes, and the dashed lines correspond to temperatures of the graph-
ite nodes

Fig. 12  Plant response of the MSRE following the loss of circulating 
bubbles at the pump bowl in the first hour. In the upper figure, the 
dash-dot lines correspond to xenon poisoning, the solid lines corre-
spond to reactor power, and the dashed lines correspond to the core 
void fraction. In the lower figure, the solid lines correspond to tem-
peratures of the fuel nodes, and the dashed lines correspond to tem-
peratures of the graphite nodes

Fig. 13  Plant response of the MSRE following the loss of circulating 
bubbles at the pump bowl from 1 h to 50 h. In the upper figure, the 
dash-dot lines correspond to xenon poisoning, the solid lines corre-
spond to reactor power, and the dashed lines correspond to the core 
void fraction. In the lower figure, the solid lines correspond to tem-
peratures of the fuel nodes, and the dashed lines correspond to tem-
peratures of the graphite nodes
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The frequency response is obtained by dividing the cross-
spectral power density by the spectral power density. This 
approach is analogous to the experimental method adopted 
in the dynamics-testing experiments during the MSRE [33].

The validity of the numerical method adopted in this 
study is illustrated in Fig. 14. In Fig. 14(a), the frequency 
response obtained using the sinusoidal signals is compared 
with that obtained using the band-limited white-noise signal. 
The results obtained from both methods are identical at high 
frequencies. However, at lower frequencies, fluctuations are 
observed in the responses obtained using white noise. This 
fluctuation is due to insufficient sampling at lower frequen-
cies. Fig. 14(b) illustrates the effect of the sample time3. The 
fluctuating behavior is dampened when the sample time is 
reduced. Although they are not under the same conditions, 
the white noise shown in Fig. 14(a) is four times longer than 
that in Fig. 14(b). Moreover, the extended sampling time 
significantly dampens the fluctuation at lower frequencies. 
In Fig. 14(c), the effects of DNP nodes are presented. In 
terms of the frequency responses, no difference is observed 
between the uses of 20 and 10 nodes for out-of-core DNP 
transport.

Figure 15 presents the effect of decay heat generation 
on the frequency response. In both the cases, the total reac-
tor power is maintained at 8 MW. The decay heat model 
shifts the resonant peak slightly to a lower frequency while 
increasing the power-to-reactivity gain overall.

The effect of heat capacity on the frequency response 
is shown in Fig. 16. As shown in Fig. 16a and b, the heat 
capacities of the fuel salt and graphite significantly influ-
ence the frequency response of the reactor. Because most 
of the thermal power is deposited in the fuel salt, its heat 
capacity has a significant impact on the characteristic time 
of the thermal-feedback effect. A higher fuel-salt heat capac-
ity shifts the resonance peak to the left and increases its 

Fig. 14  Effect of sample time 
and DNP nodes on simulated 
frequency responses. a Signal 
type; b Sample time; c DNP 
node

Fig. 15  Effect of decay heat generation on the power-to-reactivity fre-
quency response at 8 MW

3 The sample time refers to the maximum time step used in the simu-
lation. Smaller timesteps are automatically applied by the solver dur-
ing quick transient.
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magnitude. However, although a higher graphite heat capac-
ity shifts the resonance peak to lower frequencies, it does 
not significantly change the height of the resonance peak. A 
relatively small effect on the coolant capacity is observed, as 
shown in Fig. 16c. The increase in the coolant heat capacity 
reduces the peak height and shifts the peak to higher fre-
quencies. The change in the coolant heat capacity increases 
the overall heat capacity of the reactor, which tends to rein-
force the oscillation. However, it improves the heat transfer 
at the heat exchanger and radiator, which should help sup-
press oscillations.

The effects of different heat-transfer coefficients are 
shown in Fig. 17. Figure 17a and b show that the salt–graph-
ite and radiator heat-transfer coefficients have negligible 
effects on the frequency response. The temperature differ-
ence between the graphite and fuel salt is small, and only 
a limited fraction of the thermal power is deposited in the 
graphite. Moreover, heat transfer between the fuel and 
graphite involves heat conduction, and the convective heat-
transfer coefficient is not the controlling parameter. Simi-
larly, the heat transfer in the MSRE radiator is controlled by 
the flowrates, temperatures, and heat capacities of the cool-
ant and airflow, whereas the heat-transfer coefficient is not 
a controlling parameter. However, in the study of the PHX, 
the overall heat-transfer coefficient varies. The improvement 
in heat transfer at the PHX dampens the resonance peak, as 
anticipated.

Figure 18 shows the effects of flowrates and fuel vol-
ume. A reduced fuel-salt flowrate leads to a reduction in 
the frequency response. The dominant effect of the reduced 
fuel flowrate is an increase in the effective delayed-neutron 
fraction, which helps to slow down the transient response 
of the reactor, corresponding to an overall dampening in 
the higher-frequency region, as shown in Fig. 18a. From 
Fig. 18b, the coolant flowrate has a limited effect on the 
plant responses in the considered range, suggesting that 
the heat transfer in the secondary loop primarily depends 
on the air flow at the radiator. In Fig. 18c, the effect of 
fuel volume in the reactor core is inspected. This is of 
practical importance because different values of core-fuel 
volume have been reported in MSRE documents. Their 
results indicate that a higher core-fuel volume leads to a 
lower resonance peak. Two competing mechanisms are at 
work. An increase in the core-fuel volume leads to a higher 
effective delayed-neutron fraction owing to a longer core 
residence time, which helps stabilize the reactor. How-
ever, the total fuel heat capacity increases, which tends to 
enhance the oscillation behavior.

Figure 19 shows the effects of the temperature-feedback 
coefficients. Increases in the fuel and graphite temperature 
coefficients both reduce the gain at lower frequencies and 
shift the resonance peak to the right. The fuel temperature 
coefficient clearly has a stronger impact on the frequency 
response than the graphite temperature coefficient because 
of the direct deposition of fission power. Interestingly, an 

Fig. 16  Sensitivity study of 
different heat capacities on the 
simulated frequency response. a 
Fuel-salt capacity; b Coolant-
salt capacity; c Graphite 
capacity



 J.-Q. Chen, C. S. Brooks 98 Page 16 of 20

Fig. 17  Effect of different 
heat-transfer coefficients on the 
simulated frequency response. 
a Salt-graphite convection; b 
Radiator-air convection; c PHX 
overall

Fig. 18  Effect of selected plant 
parameters on the simulated 
frequency response. a Primary 
loop flowrate; b Coolant flow-
rate; c Core fuel volume
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increase in the graphite temperature coefficient leads to a 
higher resonance peak, which may be related to the differ-
ences in the thermal response times of graphite and fuel 
salt.

6  Conclusion

In this study, the coupled Simulink model developed in a 
previous study is extended to study the dynamic behaviors 
of the MSRE. The model is improved to include the nuclear 
parameters of 233U fuel, the transport of DNPs, decay heat 
generation, and secondary-loop thermal hydraulics.

The model is validated against the power-to-reactivity fre-
quency responses at different powers for the 233U and 235U 
fuels. The zero-power frequency responses serve to validate 
the neutronics model, whereas the frequency response at 
power is used to validate the coupled model. The thermal-
hydraulics modeling in the current work is also separated 
and validated using the temperature-to-power frequency 
response of the reactor. In addition to the frequency domain, 
the model is validated using the reactor transient response 
during the reactivity insertion, pump startup, and pump 
coast-down experiments. Good agreement was observed for 
all conditions except for the pump-startup transient. This 
disagreement in the latter case may be related to the treat-
ment of DNP transport inside the core.

After the validation, the coupled model is applied to 
study the unique dynamic characteristics of the MSRE. The 
power-to-flowrate and power-to-void frequency responses 
of the MSRE are simulated. The MSRE has a smooth 
power-to-void frequency response, which can be utilized 
for reactor shim control. In addition, plant responses during 
the unique initiating events of off-gas system blockage and 
loss of circulating voids are simulated. The slow reactivity 

changes related to xenon poisoning during these events do 
not threaten the reactor stability and safety. However, an 
immediate reactivity change during a loss-of-void event can 
cause a significant power peak at low operational powers. 
Finally, a sensitivity study of various plant parameters and 
numerical schemes is presented.

Appendix

The derivation begins with the one-dimensional heat con-
duction equation:

The measurement point was located at x = 0 , whereas the 
boundary was located at x = L . The boundary conditions 
are as follows:

By applying a Laplace transform on Eq.  (15), Eq. (16), and 
Eq.  (17), the following equations were obtained in the fre-
quency domain:

(15)
�T(t, x)

�t
= �th

�2T

�x2
.

(16)
�T

�x

|
||x=0

= 0

(17)
[
k
�T

�x

|
||x=L

+ hT(t, L) − hT∞(t)
]
= 0.

(18)
𝜕2T̃

𝜕x2
−

s

𝛼th
T̃ = 0,

(19)𝜕T̃

𝜕x

|||x=0
= 0

Fig. 19  Effect of temperature-
feedback coefficients on the 
simulated frequency response. 
a Fuel temperature; b Graphite 
temperature
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Equation (18) has a common solution when considering the 
boundary condition at x = 0,

Next, Eq. (21) is substituted into the boundary condition at 
x = L to obtain

Now we rearrange Eq. (22) and note that T̃(s, 0) = C̃(s) , 
which is the temperature measurement in the frequency 
domain; thus, we have

By replacing s with jw, the transfer function between the 
measured temperature and surrounding temperature is 
obtained.
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