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Abstract
Grating-based X-ray phase-contrast imaging enhances the contrast of imaged objects, particularly soft tissues. However, the 
radiation dose in computed tomography (CT) is generally excessive owing to the complex collection scheme. Sparse-view 
CT collection reduces the radiation dose, but with reduced resolution and reconstructed artifacts particularly in analytical 
reconstruction methods. Recently, deep learning has been employed in sparse-view CT reconstruction and achieved state-
of-the-art results. Nevertheless, its low generalization performance and requirement for abundant training datasets have 
hindered the practical application of deep learning in phase-contrast CT. In this study, a CT model was used to generate a 
substantial number of simulated training datasets, thereby circumventing the need for experimental datasets. By training a 
network with simulated training datasets, the proposed method achieves high generalization performance in attenuation-
based CT and phase-contrast CT, despite the lack of sufficient experimental datasets. In experiments utilizing only half of the 
CT data, our proposed method obtained an image quality comparable to that of the filtered back-projection algorithm with 
full-view projection. The proposed method simultaneously addresses two challenges in phase-contrast three-dimensional 
imaging, namely the lack of experimental datasets and the high exposure dose, through model-driven deep learning. This 
method significantly accelerates the practical application of phase-contrast CT.
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1 Introduction

Computed tomography (CT) has become an indispensable 
imaging tool in clinical practice [1]. CT contributes to the 
noninvasive and painless diagnosis of human organs of 
interest and crucial in preoperative evaluation and treat-
ment planning [2]. Medical CT is generally based on the 

absorption principle; however, the low contrast of soft tis-
sues hinders the early diagnosis of cancer and other dis-
eases [3]. Grating-based X-ray phase-contrast CT offers 
multicontrast and enhanced contrast for low-Z soft tis-
sues and provides the possibility of early diagnosis [4–7]. 
Regrettably, CT requires an extra X-ray dose, which can be 
damaging to patients [8], particularly their DNA [9–11]. In 
phase-contrast CT, the radiation dose is several times higher 
than that in conventional CT because it requires multiple 
projections at each tomographic viewing angle to retrieve 
multicontrast information [12]. Reducing the dose generally 
leads to lower image quality and potential misdiagnosis [11]. 
However, low-dose imaging methods have been proposed to 
maintain the signal-to-noise ratio (SNR) by leveraging prior 
knowledge. Therefore, achieving a balance between effective 
medical examinations and minimizing radiation damage is 
crucial [10].

There are two approaches to decreasing X-ray radia-
tion damage: low-dose and sparse-view CT. In low-dose 
CT, the X-ray exposure in each view is reduced, and a 
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photon-counting detector can be utilized to maintain the 
SNR of the projections. In sparse-view CT, violations of the 
Shannon/Nyquist sampling theorem lead to reduced resolu-
tion, artifacts, and distortions in the reconstructed image 
[13]. This study focuses on sparse-view CT and introduces 
a new reconstruction algorithm aimed at suppressing these 
artifacts and distortions, thereby enhancing image quality.

Filtered back-projection (FBP) is a method widely used 
in modern CT systems for high-dose full-view CT because 
it provides rapid and high-quality results with minimal 
computational resources [14, 15]. However, when applied 
to sparse-view CT, FBP often generates significant stripe 
artifacts. Iterative reconstruction (IR) algorithms, such as 
the simultaneous algebraic reconstruction technique (SART) 
[16] and simultaneous iterative reconstruction technique 
(SIRT) [17], can partially suppress artifacts through iterative 
forward projection and backward correction based on convex 
optimization theory [18]. With the advancement of the com-
pressed sensing (CS) algorithm, which enables signal recon-
struction from undersampled data [19, 20], numerous stud-
ies have focused on the total variation (TV) model, which 
utilizes the gradient of parametric L1 to smooth images [21, 
22]. TV methods serve as regularization terms in the cost 
functions of IR algorithms by incorporating prior knowledge 
[23]. In certain ideal scenarios, TV models, such as TV-
Projection Onto Convex Sets (POCS) [24], SART-TV [21], 
and Total Generalized Variation Regularization (TGV) [23] 
can effectively eliminate stripe artifacts in the reconstructed 
images [25–27].

Recently, deep learning (DL) has been widely adopted 
for various image processing tasks, including image 
denoising [28, 29], image recognition [30], image seg-
mentation [31], image inpainting [32], and image super-
resolution [33]. DL-based algorithms have shown remark-
able performance improvements over traditional methods, 
particularly in handling noisy images and enhancing the 
image quality [34–37]. Researchers have also applied DL 
technology in sparse-view CT and investigated the sig-
nificance of datasets. Hwan et al. proposed an end-to-end 
deep convolutional network-based U-Net (FBPConvNet) 
that was trained using reconstructed slices from both 
sparse-view and full-view CT scans as the input and out-
put, respectively, [38]. They utilized a biomedical data-
set for training and achieved superior results compared 
with the TV method. Han et al. demonstrated that DL 
networks could effectively distinguish streaking artifacts 
from artifact-free images [39]. They employed a deep 
residual-learning architecture trained on data from nine 
patients to suppress streaking artifacts. Han et al. high-
lighted the limitations of the U-Net architecture, which 
excessively emphasized the low-frequency components 
of the signal, resulting in blurred image edges [40]. To 
address this issue, they proposed a new multiresolution 

DL framework to recover high-frequency edges in sparse-
view CT. Guan et al. introduced the fully dense U-Net 
(FD-UNet) to remove artifacts in 2D-PAT (photoacoustic 
tomography) images reconstructed from sparse data [41]. 
However, they observed that the performance of FD-UNet 
deteriorated when the training and testing data did not 
effectively match. Asif et al. utilized a GAN to generate 
cardiac images and suppress cardiac motion artifacts [42]. 
They also proposed diffusion and score-matching models 
for generating CT images from MRI images [43]. Nev-
ertheless, the current DL-based sparse-view CT recon-
struction algorithms rely heavily on experimental data-
sets. Acquiring sample datasets such as medical datasets 
is a laborious, time-consuming, and expensive process. 
Moreover, the limited data do not guarantee the reliability 
of DL algorithms. In phase-contrast imaging experiments, 
the test samples are varied, and obtaining numerous full-
view datasets in advance is not consistently feasible. Con-
sequently, alternative datasets are required for training.

Previous studies have shown that natural and medical 
images share common low-level features and similarities 
in terms of edges, points, and textures [44]. The trans-
fer of prior knowledge from natural image processing to 
medical image processing has been validated in several 
studies. For instance, Zhong et al. synthesized the noise 
in natural images for low-dose CT (LDCT) denoising and 
transferred the learned knowledge to medical images to 
prevent overfitting during training [45]. In another study, 
Zhen et al. pretrained a classification network on ImageNet 
and fine-tuned a convolutional neural network (CNN) for 
transfer learning to predict the toxicity of a cervical can-
cer rectal dose [46]. These studies demonstrated similari-
ties between natural and medical images in terms of pixel 
correlation and low-level features. Consequently, natural 
image datasets are excellent for deep learning reconstruc-
tion of phase-contrast images without training data.

Motivated by these studies, we propose a physical 
model of limited-angle CT that utilizes natural images to 
generate abundant high-quality data [47]. Excellent recon-
struction results were achieved by incorporating an opti-
mized network structure and loss function.

In this study, model-driven DL was introduced to solve 
the issues of limited experimental training datasets and 
high exposure doses in sparse-view phase-contrast CT. 
The CT device was parameterized for both attenuation-
based and phase-contrast CT procedures, allowing the gen-
eration of simulation datasets. The reconstruction results 
of sparse-view attenuation-based CT and phase-contrast 
CT demonstrate that the proposed method substantially 
suppresses artifacts.

The main contributions of this study are summarized 
as follows. 



Sparse‑view phase‑contrast and attenuation‑based CT reconstruction utilizing model‑driven… Page 3 of 13 71

1. We propose a novel DL CT reconstruction method that 
integrates an X-ray phase-contrast imaging model with 
superior generalization capabilities. By eliminating the 
network’s dependence on the experimental data, our 
method improves the accuracy and robustness of sparse-
view CT reconstruction.

2. Furthermore, a new frequency loss function is intro-
duced based on the Fourier slice theorem. This loss 
function transforms the projection data into a fidelity 
term of the network via a Fourier transform, resulting 
in enhanced image generation quality.

3. Superior performance compared to traditional algo-
rithms was realized using experimental data from both 
attenuation-based CT and phase-contrast CT. This 
improved performance highlights the potential of our 
method for advanced applications of phase-contrast CT.

The remainder of this paper is organized as follows: Sect. 2 
introduces and discusses the proposed algorithm and its 
detailed framework. Section 3 presents experimental results 
obtained by applying the proposed method to a laboratory 
phase-contrast CT. Section 4 discusses the strengths and 
limitations of the proposed algorithm. Finally, Sect. 5 sum-
marizes the findings.

2  Methods

Figure 1 illustrates the architecture of the proposed sparse-
view reconstruction framework based on model-driven 
simulated big data. We acquired natural images from the 
Common Objects in Context (COCO) 2017 dataset [48], 
which consists of various animals, scenery, architecture, 
food, and more. The first step of the proposed method 
involves image-batch preprocessing, which standardizes 
the sizes of all images and eliminates grayscale variations. 
Subsequently, sparse-view CT data were simulated from the 
preprocessed normalized images using a forward projection 
algorithm specifically designed for grating-based X-ray 
phase-contrast CT equipment. Three-dimensional images 
with artifacts were reconstructed using the FBP algorithm. 
These reconstructed images were fed into an end-to-end DL 
network based on U-Net. The normalized images served as 
the ground truth (GT) to train the network parameters and 
were evaluated using a loss function. Finally, a DL network 
was employed to obtain artifact-free reconstructed images 
by applying FBP to images with artifacts.

2.1  Data set

In this study, a CT model was used to generate a simulated 
natural dataset rather than experimental CT projection data. 
Natural data were obtained from the COCO2017 dataset, 

which contained a diverse collection of 118,287 images fea-
turing animals, scenery, architecture, and food. The natural 
dataset exhibited a rich image distribution, facilitating general-
ization to unknown sample data. In the results section, we uti-
lize the training data from the natural dataset for our proposed 
method. However, dissimilarities arose in the final training 
data employed for attenuation-based CT and phase-contrast 
CT because of disparities in their respective CT projection 
models. Consequently, the sparse-view reconstruction images 
obtained through CT model simulations exhibited variations 
between the two modalities.

A medical dataset was used for comparison. The medical 
dataset was sourced from the American Association of Physi-
cists in Medicine (AAPM) Low Dose CT Grand Challenge and 
the Cancer Imaging Archive (TCIA) "Low Dose CT Image 
and Projection Data" dataset [49]. The medical dataset was 
simulated and derived from full-dose lung CT images from 
the AAPM dataset. A total of 5,623 images were obtained 
from the data of 30 patients and through data augmentation 
techniques such as image rotation, a final dataset of 118,287 
images was generated. The calculation methods employed for 
the medical dataset were consistent with those used for the 
proposed natural dataset, except for image inconsistency.

2.2  Image‑batch preprocessing

Because of the input size limitation of the DL network, the 
images were resized to a uniform size of 512 × 512 pixels. 
The resizing process involves interpolation, scaling, and crop-
ping. Subsequently, the images were converted to grayscale 
and normalized. During training, the GT image for the network 
was generated using circular artifact-free images obtained via 
image-batch preprocessing.

2.3  Attenuation‑based projection and CT 
reconstruction

In the calculation of attenuation-based CT projections, the 
relationship between the object image function and the pro-
jection data in each view can be expressed using the following 
equation:

In the discrete model, P� = (pi) ∈ RM represents a one-
dimensional column vector array that captures the line inte-
gral of an object image at projection angle � , where M is 
the number of detectors. As each projection value may be 
influenced by all values in the object image, we arrange the 
two-dimensional image into a one-dimensional column vec-
tor: X = (xj) ∈ RN where xj represents each pixel in X, and 
N represents the total number of pixels. A� = (aij) ∈ RM∗N 
represents a two-dimensional projection system matrix of 

(1)P� = A�X
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size M ∗ N , where aij represents the coefficient of contribu-
tion of pixel point xj in the object image to the line integral 
projection value pi.

To reduce the errors in the discrete calculation, we 
adopted an area projection model, where aij represents the 
ratio of the overlapping area of ray i with voxel j to the 
area of the pixel [50]. This study primarily focused on the 
geometry of the parallel beam and employed the ‘fan2para’ 
function in MATLAB to convert the experimental data from 
fan-beam geometry to the parallel case.

Sparse-view CT reconstructions were generated using 
90 and 45 projection views via the FBP algorithm with a 
ramp filter kernel. During the network training process, we 
used sparse-view CT reconstruction results as inputs and 
object images as outputs to train the network and adjust 
the network parameters using the loss function.

Fig. 1  (Color online) The framework of the proposed sparse-view 
reconstruction based on model-driven simulated big data. The pro-
cess is as follows: a The dataset consists of raw data from natural 
images. b The images undergo preprocessing and normalization. 
c The normalized images are forward-projected and reconstructed 

using the FBP algorithm. d The network architecture and its training 
are based on simulated data. e The experimental artifact-free images 
are obtained by feeding the FBP-reconstructed images into a DL net-
work trained on the simulated dataset
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2.4  Phase‑contrast projection and CT 
reconstruction

Compared with attenuation-based projection, phase-con-
trast projection requires additional differential calculations 
in the direction perpendicular to the optical and rotation 
axes. In CT reconstruction, the filter kernel is a Hilbert 
function that directly retrieves the decrement of the refrac-
tive index without requiring integration [51, 52].

2.5  Deep learning network structure

The proposed DL network was optimized from the U-Net 
architecture, incorporating various layers such as convolu-
tional layers (Conv2d), batch normalization layers (BN), 
layers with the Leaky ReLU activation function, deconvolu-
tional layers (ConvTranspose2d), residual blocks (ResBlock) 
[53], and a tanh layer to output the result. To enhance the 
network performance, additional downsampling layers were 
introduced in the network structure to expand the receptive 
field and capture more high-level information. To prevent 
information loss, the pooling layers were replaced with con-
volutional layers that utilized larger strides. Moreover, resid-
ual blocks with expandable depths were utilized to further 
increase network capacity and improve feature extraction. In 
the skip connection, the features are directly concatenated 
with the corresponding features in the upsampling path to 
retain crucial low-level information. Using the following cal-
culation, the network can be designed based on the dimen-
sions of the input and output images.

Convolutional layers can extract information from 
the input images, and weights can be shared across the 
network. Using convolutional kernels of different sizes 
and strides, various feature sampling functions can be 
achieved. The sizes of convolutional input and output were 
calculated as follows:

where W represents the size of the input feature map, N is 
the size of the output feature map, F is the size of the con-
volution kernel, P denotes the padding size that fills the fea-
ture map with zero values, and S denotes the convolutional 
stride. The network does not include any pooling layers, as 
they may lead to the loss of significant information during 
training. Rather, we employed a convolutional kernel with 
a stride size of 2 to achieve the desired effect. The effective 
convolution size of the network can be increased by incor-
porating feature maps with different resolutions.

Batch normalization layers are effective in accelerat-
ing convergence and preventing gradient explosions. They 

(2)N =
(W − F + 2P)

S
+ 1

also serve as regularization techniques to mitigate network 
overfitting. Leaky ReLU layers are nonlinear activation 
functions that enable a network to perform effectively in 
nonlinear computations. The mathematical expression for 
the Leaky ReLU is as follows:

Here, the leak is a small constant that retains information 
from the negative axis.

Deconvolutional layers are utilized to restore the feature-
map size and facilitate feature extraction and are primarily 
employed in image generation. The sizes of deconvolutional 
input and output are calculated as follows:

Shortcut connections also referred to as skip connections, 
allow the direct transfer of features from different layers to 
subsequent layers, thus preventing the loss of information 
from deeper features.

ResBlock is a convolutional layer that maintains a con-
sistent feature-map size. It increases the network parameters 
without overly increasing its susceptibility to overfitting, 
thereby improving the overall performance.

The tanh layer serves as the output layer, generating 
images with pixel values ranging from 0 to 1. The math-
ematical expression for the tanh layer is as follows.

2.6  Loss function

A mixed loss function was designed by combining mean 
absolute error (MAE), perceptual loss [54], and frequency 
loss. The loss function is expressed as follows:

where Y represents the GT images, X represents the images 
input to the network, f(X) represents the output images from 
the network, and ‖Y − f (X)‖ represents the MAE. The scale 
factors � , � and � are used to adjust the contribution of each 
loss component.

MAE loss primarily aims to prevent image distortion, 
making the network training output resemble that of the GT 
images. Compared with the mean squared error (MSE) loss 
( ‖(Y − f (X))2‖ ), the MAE produces images generated by the 
DL network with sharper edges. However, MAE may pro-
duce special singularities with large error values, necessitat-
ing the incorporation of additional loss functions to mitigate 
pixel-generation errors.

(3)y = max(0, x) + leak×min(0, x)

(4)N = (W − 1)S − 2P + F

(5)y = tanh(x) =
ex − e−x

ex + e−x

(6)
Loss =�×‖Y − f (X)‖ + �×PreceptualLoss

+ �×FrequencyLoss
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Perceptual Loss enhances the accuracy of the generated 
images by considering low- and high-level features. For this 
purpose, a pretrained VGG19 network was utilized as a part 
of the loss function. The VGG19 network was trained on 
the ImageNet dataset and its parameters were fixed after 
training. VGG19 is a CNN capable of extracting high- and 
low-level features at different resolutions. Low-level features 
are typically found in the early convolutional layers, whereas 
high-level features are typically present in the later convo-
lutional layers. The mathematical expression for perceptual 
loss is as follows:

Here, j represents the number of network layers of VGG16; 
CjHjWj represents the size of the feature map in layer j; y 
and ŷ represent the GT and network output, respectively; 
and �j(x) represents the output of the feature map in layer j.

The presence of stripe artifacts can be attributed to the 
loss of information in the frequency-spectrum domain, 
according to the Fourier slice theorem. The Fourier-
transformed image distinguishes between high- and low-
frequency information within the image. According to 
Parseval’s theorem, the MAE loss in the spatial domain 
is equivalent to the MAE loss in the frequency-spectrum 
domain. In the spectral domain, the low-frequency informa-
tion coefficients are an order of magnitude higher than the 
high-frequency information, which explains the smoother 
appearance of the MAE loss images. The frequency loss 
component also helps reduce the occurrence of checkerboard 
artifacts.

To mitigate the impact of low-frequency components 
and focus network learning on high-frequency informa-
tion, an adaptive frequency-spectrum domain loss based on 
the MAE loss was employed. Assume that the DL network 
generates images as f(x, y) with a two-dimensional Fourier 
transform of F(u, v) = a + bi and that the GT generates 
images as f0(x, y) with a two-dimensional Fourier transform 
of F0(u, v) = a0 + b0i . The mathematical expression for the 
frequency-spectrum domain loss is as follows:

where w denotes the dynamic update factor. During network 
training, w reduces the overlearning of low-frequency parts 
and emphasizes the learning of high-frequency information.

2.7  Experimental data testing

For experimental data testing, we normalized the FBP recon-
struction results because of the limited range of values for 

(7)Perceptual Loss
�,j

feature
=

1

CiHiWi

||�j (̂y) − �j(y)||22

(8)Frequency Loss = mean(w(a − a0) + w(b − b0))

(9)w = log((a − a0) + (b − b0) + 1)

the network input and output. In addition, after obtaining 
the de-artifacting output from the network, we must apply 
inverse normalization to the image data. The final computed 
image represents the reconstruction results obtained using 
the proposed method.

2.8  Image evaluation criteria

We evaluated the performance of the proposed algorithm 
using two metrics: Peak SNR (PSNR) and structural simi-
larity index (SSIM). PSNR measures the ratio between the 
maximum possible power of an image and the power of the 
corrupting noise that affects the quality of its representation. 
The PSNR formula is as follows:

where L denotes the number of maximum possible intensity 
levels (with the minimum intensity level assumed to be zero) 
in the image.

MSE is defined as follows:

In the above equation, O represents the original image, D 
represents the reconstructed image, m represents the number 
of rows of pixels, i represents the index of that row of the 
image, n represents the number of columns of pixels, and j 
represents the index of that column of the image.

SSIM, however, measures the structural similarity 
between the original and reconstructed images. The SSIM 
formula is defined as

where y represents the original image, x is the reconstructed 
image, �x is the average value of x, �y is the average value of 
y, �x

2 is the variance of x, �y
2 is the variance of y, �xy is the 

covariance of x and y, c1 and c2 are the constants. Specifi-
cally, c1 = (k1L)

2 and c2 = (k2L)
2 , where L is the dynamic 

range of the pixel values, k1 = 0.01 , and k2 = 0.03.

3  Results

First, in this section, we outline the key steps involved 
in training the proposed DL network and provide details 
regarding the computing environment. Subsequently, the 
reconstruction efficiency of the proposed algorithm was 
demonstrated using attenuation CT and phase-contrast CT. 
Finally, a comparison was made between the generalization 

(10)PSNR = 10log10
(L − 1)2

MSE

(11)MSE =
1

MN

m−1∑

i=0

n−1∑

j=0

(O(i, j) − D(i, j))2

(12)SSIM(x, y) =
(2�x�y + c1)(2�xy + c2)

(�x
2 + �y

2 + C1)(�x
2 + �y

2 + c2)
,
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performance of training using natural data and that of train-
ing using medical data.

3.1  Network training details

The proposed DL network is trained using the Adam algo-
rithm [55]. The learning rate was set to 0.0001, and the mini-
batch size was 8. In the loss function, � and � were both set 
to 1, whereas � was set to 0 for the first 10 epochs. This con-
figuration allowed the network to learn the main features and 
converge faster. After 10 epochs, � was set to 0, � was set to 
0, and � was set to 1, which ensured that the network focused 
more on high-frequency information. The proposed network 
is implemented using PyTorch [56] on a personal worksta-
tion equipped with an Intel(R) Core (TM) i9-10940X CPU 
and 128GB of RAM. NVIDIA GeForce RTX 3090Ti was 
used to accelerate the network training operations.

For the X-ray phase-contrast CT of mice, a grating-based 
phase-contrast imaging system was employed for X-ray 
phase-contrast CT of mice. A step-by-step phase method 
was employed to acquire attenuation-based and phase-con-
trast sinograms. Experimental results for both modes are 
presented below to evaluate the performance of the proposed 
method.

3.2  Experimental results of attenuation‑based CT 
in phase‑contrast imaging

Figure 2 illustrates the reconstructed lung slices of mice 
using various methods, including FBP, SART, SART-TV 
algorithms, and our proposed method. GT was defined 
as a 180-view SART-TV reconstruction. Additionally, a 
phase-contrast slice with enhanced contrast was included 
for structural comparison. These methods were employed to 
reconstruct slices using both 2-degree interval projections 
(90 views) and 4-degree interval projection (45 views) inter-
val projections. The residual images are the error images 
between the reconstruction results of the different algorithms 
and the GT.

The FBP and SART algorithms performed poorly in both 
cases. In a scenario with 90 views, the SART-TV algorithm 
effectively suppressed stripe artifacts caused by sparse-view 
projections. However, noticeable smoothness and blocky 
artifacts were observed in the zoomed-in inner edges. When 
there were only 45 views, the SART-TV algorithm per-
formed poorly, displaying excessively smooth local details 
and prominent streaking artifacts in the overall image. In 
contrast, the proposed algorithm successfully removed arti-
facts and maintained consistency with the GT slices in both 
cases. It also avoids generating blocky artifacts observed 
in the SART-TV algorithm. For the residual images, the 
proposed algorithm exhibits the smallest error. When using 
the phase-contrast results as references, the local zoomed-in 

structure is even clearer in the 90-view case using the pro-
posed method than in the 180-view case using the SART-
TV algorithm. Quantitative assessments of image quality 
showed that our proposed algorithm outperformed existing 
methods.

3.3  Experimental results of phase‑contrast CT 
in phase‑contrast imaging

Phase-contrast reconstruction of the laboratory phase-con-
trast CT equipment is shown in Fig. 3. Currently, phase-
contrast imaging algorithms rely primarily on the FBP 
algorithm, and we did not include a comparison with itera-
tive algorithms. The phase-contrast projection image was 
calculated from the attenuation-based projection using the 
information separation method described in Sect. 2 (Meth-
ods). The GT results were reconstructed using the FBP 
algorithm with 180 projection views. In both the 90-view 
and 45 views scenarios, our proposed method outperformed 
the FBP algorithm in effectively removing streak artifacts 
caused by sparse-view projections and maintained consist-
ency with the 180-view GT image. From the comparison of 
the residual images in Fig. 3, the proposed method exhibits 
less error in the reconstruction results of the 90 views and 45 
views projection data compared to the FBP algorithm. The 
evaluation metrics of the image quality also demonstrated 
the superior performance of our algorithm in reconstruct-
ing the results from sparse-view phase-contrast projections.

To validate the applicability of our method, we con-
ducted additional calculations using the synchrotron radia-
tion phase-contrast experimental data. Figure 3 shows the 
phase-contrast reconstruction obtained from the BL13W1 
beamline at the Shanghai Synchrotron Radiation Facility 
(SSRF), China [57]. As this is a synchrotron light source, 
the projections are already in a parallel-beam geometry and 
do not require additional interpolation. The image shows a 
phase-contrast slice of a bee immersed in a microcentrifuge 
tube filled with formalin. The GT results were reconstructed 
using the FBP algorithm with 360-degree projection. Given 
the relatively simple structure of the bee, even with only 45 
views, the proposed method achieved results comparable to 
those obtained with 360 views. The residual image compari-
son shows that the proposed method effectively removed the 
stripe artifacts.

The two sets of data presented in Fig. 3 demonstrate the 
excellent performance of the proposed method in the field 
of grating-based phase-contrast imaging.

3.4  Experimental results under natural dataset 
and medical dataset

To verify the high generalization performance of the natural 
datasets, we compared the results generated by the networks 
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Fig. 2  (Color online) Comparison of reconstructed attenuation-based 
slices by different methods in phase-contrast imaging of a mouse. The 
proposed algorithm is compared with the conventional algorithms of 
FBP, SART, and SART-TV in sparse-view CT of 90 views and 45 
views. The GT images were reconstructed using the SART-TV algo-
rithm from 180-view projection. The SSIM and PSNR metrics with 

respect to the GT are provided in the top left corner of each panel. 
The regions of interest are magnified and indicated by the red boxes 
in the figure. The results also include residual images between differ-
ent algorithms and the GT, where white pixels represent larger errors. 
The display range for all results is normalized to [0,255] HU
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trained on different datasets using attenuation-based CT and 
phase-contrast CT. This comparison is shown in Fig. 4. For 
the attenuation-based CT, the GT image was defined as the 
reconstructed result obtained using the SART-TV algorithm 
from a 180-view projection. By contrast, in phase-contrast 
CT, the GT image is reconstructed using the FBP algorithm 
with 180-view projections. This selection was made because 
of the current prominence of the FBP algorithm in phase-
contrast CT reconstruction, whereas the SART-TV algorithm 
is considered optimal for attenuation-based CT.

The attenuation-based CT and phase-contrast CT 
results presented in Fig.  4 were obtained from the same 
mouse slice. Additionally, reconstructions were per-
formed using 90 and 45 views to investigate the impact of 
data sparsity. The results shown in Fig. 4 demonstrate that 
the network trained on the natural dataset outperformed 
that trained on the medical dataset for both attenuation-
based CT and phase-contrast CT. The results obtained 

from the medical dataset exhibited a notably poorer per-
formance, resulting in unclear and blurred local details. 
This discrepancy can be attributed to the limited image 
distribution of the medical dataset compared with the 
more diverse image distribution of the natural dataset. 
The greater diversity in the natural dataset contributes to 
its superior generalization performance when confronted 
with unknown samples. Furthermore, we conducted sim-
ulation verification using enough medical clinical CT 
data. The results are provided in Supplementary Infor-
mation (SI). These results demonstrate that natural data 
can achieve outcomes comparable to those of a sufficient 
amount of medical data, even without prior medical 
knowledge.

In attenuation-based CT, soft-tissue contrast is low, and 
sparse sampling leads to a significant decrease in image 
resolution, resulting in blurred structures. Conversely, in 
phase-contrast CT, the soft-tissue contrast is high, and the 

Fig. 3  (Color online) Comparison of the reconstructed slices of bio-
logical samples by the FBP algorithm and the proposed method in 
phase-contrast CT. The proposed algorithm is compared with the 
conventional algorithms of FBP in sparse-view CT scenarios with 90 
views and 45 views. The GT image is reconstructed using the FBP 

algorithm with 180 and 360 views projection. The SSIM and PSNR 
metrics with respect to the GT are displayed in the top left corner of 
each panel. The results also include residual images between differ-
ent algorithms and the GT, where white pixels represent larger errors. 
The display range for all results is normalized to [0,255] HU
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structures remain remarkably clear, even with only 45 views. 
These findings further validate the promising prospects of 
the proposed algorithm for phase-contrast CT.

4  Discussion

Although the generalization performance of DL is currently 
not well understood, the experiments provided compelling 
evidence of the effectiveness of the proposed method in 
terms of generalization. Natural and phase-contrast sample 

Fig. 4  (Color online) Comparison of reconstructed slices using dif-
ferent methods in mice attenuation-based CT and phase-contrast 
CT. This figure compares reconstructed slices obtained from vari-
ous methods in mice attenuation-based CT and phase-contrast CT 
for phase-contrast imaging. The results shown are derived from the 
same slice of mice for both attenuation-based CT and phase-contrast 
CT. In attenuation-based CT, the GT image is reconstructed using the 
SART-TV algorithm from a set of 180 views. In phase-contrast CT, 
the GT image is reconstructed using the FBP algorithm from a set of 

180 views. We then compared the GT images with the results of the 
traditional algorithm, the proposed algorithm trained on the natural 
dataset, and the proposed algorithm trained on the medical data. The 
comparison was made for both 90 and 45 views projection data. The 
SSIM and PSNR metrics with respect to the GT are displayed in the 
lower-left corner of each panel. Regions of interest are magnified and 
indicated by red boxes in the figure. The display range for all results 
is normalized to [0,255] HU
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images share common characteristics such as low-rank prop-
erties and similar low-level features such as points, lines, and 
edges. In traditional methods, the TV model is based on con-
nections between pixels that are common to natural images. 
This explains the excellent generalization performance of 
natural image datasets in sparse-view CT reconstruction. 
These relationships warrant further investigation.

By modeling the imaging procedure, we can apply DL 
techniques with simulated training datasets. This approach 
is particularly valuable in scientific research and practical 
applications. Furthermore, the results obtained from our 
experiments demonstrate the effectiveness of the proposed 
method in both attenuation-based CT and phase-contrast CT. 
Notably, the proposed method maintains a high contrast in 
phase-contrast imaging and preserves clear structures even 
with a reduced dosage in sparse-view CT. Moreover, this 
physical model-based approach can be extended to other 
fields by adapting the parametric representation of the exper-
imental equipment. In addition, the proposed method can be 
applied to other tasks involving artifact removal.

The current approach only considers samples within the 
field of view; reconstructing samples outside the field of 
view may require a reconsideration of the model design. 
Experimental results show that the proposed method can 
produce results comparable to those of the GT image in 90 
views CT, but further optimization is required for complex 
samples in 45 views CT. Therefore, additional improve-
ments are necessary to enhance reconstruction quality under 
severely sparse conditions, which may involve incorporating 
other inference models into the algorithm.

5  Conclusion

This study introduces a novel and promising approach that 
integrates a model-driven DL reconstruction algorithm into 
sparse-view phase-contrast three-dimensional imaging. This 
overcomes the limited availability of experimental training 
datasets. The experimental results demonstrate the superior-
ity of the proposed method over conventional algorithms in 
terms of reconstruction quality. This effectively enhances the 
accuracy and fidelity of reconstructions in both sparse-view 
attenuation-based and phase-contrast CT. The reduced imag-
ing time of the proposed method may enable in vivo phase-
contrast imaging of biological specimens. This advancement 
opens new possibilities for applications in biological medi-
cine, where the ability to capture high-resolution real-time 
images of living tissues and organs can provide valuable 
insights for diagnosis, treatment planning, and research. Fur-
thermore, the proposed method offers a potential avenue for 
future research and development as well as potential clini-
cal translation in the pursuit of more accurate and efficient 
imaging techniques.
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