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Abstract
In scenarios such as vehicle radiation monitoring and unmanned aerial vehicle radiation detection, rapid measurements using 
a NaI(Tl) detector often result in low photon counts, weak characteristic peaks, and significant statistical fluctuations. These 
issues can lead to potential failures in peak-searching-based identification methods. To address the low precision associated 
with short-duration measurements of radionuclides, this paper proposes an identification algorithm that leverages heteroge-
neous spectral transfer to develop a low-count energy spectral identification model. Comparative experiments demonstrated 
that transferring samples from 26 classes of simulated heterogeneous gamma spectra aids in creating a reliable model for 
measured gamma spectra. With only 10% of target domain samples used for training, the accuracy on real low-count spec-
tral samples was 95.56%. This performance shows a significant improvement over widely employed full-spectrum analysis 
methods trained on target domain samples. The proposed method also exhibits strong generalization capabilities, effectively 
mitigating overfitting issues in low-count energy spectral classification under short-duration measurements.
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1  Introduction

In recent years, rapid advancements in nuclear science and 
technology have led to diverse applications across various 
domains [1–4]. However, radioactive contamination from 
nuclear weapons and accidents in the nuclear industry has 
long-term and significant impacts on the environment, ecol-
ogy, and biological health [5–8]. Therefore, detecting and 
identifying radionuclides is crucial, particularly in scenarios 
such as vehicle radiation monitoring and unmanned aerial 
vehicle radiation detection [9, 10]. Developing more pow-
erful and effective identification algorithms is essential for 
detecting and identifying low-count energy spectra in short-
duration measurements.

Traditional nuclide identification methods typically 
search for characteristic peaks and then match these peaks’ 
energy information with a standard nuclide library [11]. In 
contrast, radioactive nuclide identification methods based 
on supervised machine learning focus on pattern recogni-
tion [12–15]. Machine learning often assumes that all sam-
ples in the input space follow an underlying unknown dis-
tribution, with both training and test samples independently 
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drawn from this distribution (i.e., independently and identi-
cally distributed (IID)). Effective learning usually requires 
a large amount of labeled data [16].

However, this assumption often proves challenging to 
meet in practical scenarios. It is difficult to obtain radio-
nuclide energy spectra with exactly the same data distribu-
tion. Real measured spectra are influenced by various fac-
tors such as environmental conditions, equipment, and the 
radiation source. Additionally, strict national regulations on 
the management of radioactive sources pose risks of radia-
tion exposure to experimenters and require long-duration 
measurements for effective sample acquisition [17]. The 
high threshold for obtaining data through detector meas-
urements of radioactive sources results in a limited number 
of labeled samples available for research. Additionally, the 
limited availability of publicly accessible datasets for energy 
spectra of radioactive nuclides measured using detectors in 
real-world scenarios, coupled with the expensive and time-
consuming process of labeling vast amounts of unlabeled 
data, further compounds these challenges [18]. Variations 
in measurement environments, equipment, target radioac-
tive sources, and measurement durations introduce poten-
tial spectral distortions due to background interference and 
statistical fluctuations [19]. These variations make it diffi-
cult to ensure consistent distributions, especially in cases 
of obscure gamma spectral characteristics under low-count 
conditions, which can render conventional methods ineffec-
tive [20, 21].

In recent years, transfer learning has relaxed two conven-
tional constraints of pattern recognition, enabling the use of 
existing knowledge to address challenges in new tasks. It 
facilitates the recognition and prediction of data from dif-
ferent heterogeneous domains [22].

To address the challenge of identifying low-count gamma 
energy spectra in rapid measurement scenarios using NaI(Tl) 
detectors, this paper proposes a novel identification algo-
rithm for low-count energy spectra under short-duration 
measurement based on heterogeneous sample transfer. To 
mitigate transfer difficulties arising from distinct domain 
distributions, this method aligns samples from both the 

source and target domains into a unified subspace charac-
terized by discriminative feature representation. This align-
ment function leverages the inherent distribution attributes 
of energy spectrum data and emphasizes the aggregation 
of multiple regions of interest ratios. Additionally, to effec-
tively augment target domain samples, this method aligns 
source domain labels by calculating the distances between 
source domain samples and the centroids of target domain 
categories using class mean measurements. A decision tree 
model, known for its resilience to outliers, is used as the 
classification architecture. The tree structure vividly and 
intuitively illustrates the significance of spectral features 
and the decision-making process.

The remainder of this paper is organized as follows. In 
Sect. 2, we introduce a novel identification algorithm for 
low-count energy spectra under short-duration measure-
ments based on heterogeneous sample transfer. Section 3 
presents a series of comparative experiments and provides 
the corresponding analysis. Section 4 summarizes the find-
ings and conclusions drawn from this study.

2 � Method

The proposed method consists of three major steps: (a) To 
address the challenge of negative transfer due to significant 
disparities between the source and target domain distribu-
tions, the method uses an alignment function to project both 
domains into a unified subspace. (b) To effectively augment 
target domain samples, the method employs distance meas-
urement techniques along with clustering methods to reas-
sign class labels to source domain samples. This reassign-
ment is based on the aligned characteristics and true labels 
of a small number of target domain samples in the unified 
subspace. (c) Employing a decision tree model, known for 
its robustness against outliers, for classification. The hier-
archical structure of the decision tree provides a clear and 
intuitive representation of feature importance within spec-
tra and the decision-making process. Figure 1 illustrates the 
procedure of the proposed method.

Fig. 1   (Color online) Overall process of the proposed method. D
s
 : 

source domain, D
t
 : target domain, D

b
 : unified subspace. The fig-

ure uses a color palette with distinct schemes and arrangements 

of squares to represent samples from different domains. Each color 
scheme indicates a unique label space, while the varied color arrange-
ments denote different feature distributions
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In the context described in this study, the problem can be 
abstracted as follows: Given a source domain Ds =

{
xi, yi

}Ns

i=1
 

and a target domain Dt =
{
xj, yj

}Nt

j=1
 , where x ∈ X, y ∈ Y . 

The source and target domains have the same feature spaces 
and different label spaces, that is, Xs = Xt and Ys ≠ Yt . As 
the total number of samples Nt in the target domain is lim-
ited, achieving a high classification accuracy using only Dt 
is unattainable. The goal of this method is to use the source 
and target domain data to learn a predictive function f that 
can achieve the minimum prediction risk in the target 
domain (evaluated by �(f (x), y) ).

To achieve this, it is essential to select a subset of the sam-
ples from the source domain. This selection aims to ensure 
that the probability distribution formed by the selected 
samples aligns closely with the probability distribution of 
the target domain. However, it is not possible to intuitively 
ascertain in advance which data within Ds will be beneficial 
for training the target model, when the probability distribu-
tions of Ds and Dt were different, i.e., Ps(x, y) ≠ Pt(x, y).

For clarity in subsequent discussions, the aforementioned 
method was further abstracted as a problem related to model 
training. The training dataset is denoted as T = Ts ∪ Tt , 
where Ts ⊆ Ds represents the labeled training samples from 
the source domain, and Tt ⊆ Dt represents the labeled train-
ing samples from the target domain. Specifically, 
Ts = {xs

i
, ys

i
}n
i=1

 , where xs ∈ Xs and ys ∈ Ys ; Tt = {xt
j
, yt

j
}m
j=1

 , 
where xt ∈ Xt and yt ∈ Yt , with m ≪ n . The test dataset is 
denoted as S ⊆ Dt . It should be noted that S ∩ Tt = ∅ , indi-
cating that the target domain samples used for training and 
those used for testing are entirely distinct.

This method addresses a scenario involving a small set of 
labeled training data Tt from a specific distribution, a larger 
set of differently distributed labeled training data Ts , and 

some unlabeled test data S . The objective of this method is 
to train a classifier f̂ ∶ x ↦ yt to minimize prediction errors 
on the unlabeled dataset S.

2.1 � Feature alignment

To address the issue of poor transferability caused by dif-
fering distributions between heterogeneous domains in sam-
ple transfer learning, i.e., Ps(x, y) ≠ Pt(x, y) , directly using 
source domain data for target domain model training may 
degrade model performance. The proposed method utilizes 
the distribution characteristics of gamma energy spectrum 
data by employing linear feature transformation to align 
samples from different domains into a shared subspace with 
discriminative feature representation. The focus is on aggre-
gating the ratios of multiple regions of interest to represent 
energy spectra from different domains, thereby reducing 
distribution differences and effectively enhancing sample 
transferability across domains. Figure 2 depicts the sche-
matic diagram of feature alignment.

A random sample from the source and target domains is 
represented as {x, y} . The energy information of character-
istic peaks and auxiliary peaks of the target domain serves 
as prior knowledge. The feature alignment strategy of the 
proposed method is defined in Table 1.

The projection of a sample x from both the source and 
target domains onto a lower-dimensional shared subspace 
(denoted as Db ) is represented as xb (abbreviated as SC, 
for scaled photon counts). The formula for the projection 
is given in Eq. 1. Here, d is the feature dimensionality of 
x , with d > 0 . The scale parameter c acts as a scaling fac-
tor to adjust the magnitude of dimension changes. Optimiz-
ing energy spectrum samples involves adjusting the scale 
parameter c, which not only reduces the number of features 

Fig. 2   (Color online) Schematic of feature alignment. Distribution 
characteristics of gamma energy spectrum data, including SC, PCR 
and PPR, were leveraged to align samples from different domains into 
a common subspace with discriminative feature expression, where, 
SC represents the projection of samples from both source and target 
domains into a shared lower-dimensional subspace. PCR denotes the 
ratios of characteristic energy values to the corresponding areas of 

the Compton continuum. In contrast, PPR refers to the ratios of char-
acteristic energy values to energy values in an auxiliary set. The dif-
ferent colors of gamma energy spectra in this figure indicate samples 
originating from distinct domains. By applying scale transformations 
and aggregating ratios from multiple regions of interest, samples 
from different domains show comparable feature distributions
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while preserving essential information within the energy 
spectrum, facilitating dimensionality reduction, but also 
mitigates issues arising from statistical fluctuations in low-
count energy spectra. The range of c is 0 ⩽ c ⩽ ⌊log2 d⌋.

significant statistical fluctuations were common in the char-
acteristics of instrumental spectra due to limited photon 
counts within the full-energy peak during short-duration 
measurements. The channel with the highest counts may not 
necessarily correspond to the expected value of a Gaussian 
distribution  [23, 24]. To mitigate the impact of these sta-
tistical fluctuations, spectra were transformed into multiple 
energy bins along the energy axis. Each bin represented an 
energy interval, and counts within each interval were aggre-
gated to form a new feature vector. Fine-tuning the scaling 
parameter effectively reduced the feature dimensionality of 
energy spectra, thereby decreasing computational complex-
ity and avoiding overfitting.

Multiple specific regions of interest in xb were selected 
based on the decay properties of radionuclide materials in 
the target domain. These regions corresponded to the theo-
retical Compton continuum, characteristic peaks, and aux-
iliary peaks. The energy values and corresponding emis-
sivities of photons emitted during the decay process of 
radionuclides in the target domain were considered essential 

(1)xb
i
=

⌊d∕2c⌋�

i=1

�
x2c⋅i−2c+1, x2c⋅i

�

prior knowledge. Photon energy values with emissivities 
greater than 20% were defined as characteristic energies, 
while those with emissivities greater than 1% but less than 
20% were defined as auxiliary energies. Photon energy val-
ues with emissivities less than 1% were not considered due 
to their low emissivity, which resulted in low count values 
at corresponding points in the energy spectra.

Assuming that the characteristic energy values of nuclides 
in the target domain are e

c
 and the auxiliary energy values 

are e
a
 , the peak-to-continuum ratio (PCR) for each energy 

value e in e
c
 was calculated using Eq. (2). Here, i =

⌊
e

E
×

d

2c

⌋
 . 

The boundaries of the Compton continuum are denoted by 
c
l
= 1 and cr =

⌊
e

E
×

d

2c

⌋
− 1 . E represents the energy range 

of the spectra. It should be noted that if e is too low to deter-
mine the boundary of the Compton continuum, rc is set to 1 
to avoid errors.

For each energy value e in ec and for each energy value e′ in 
ea , PPR (abbreviation of peak-to-peak ratio) was calculated 
by Eq. (3), where i =

⌊
e

E
⋅

d

2c

⌋
, and j =

⌊
e�

E
⋅

d

2c

⌋
.

In general methods, energy values of photoelectric peaks are 
commonly used as primary characteristics for identifying 
radionuclides, while the Compton continuum is rarely con-
sidered  [25, 26]. However, identifying radionuclides solely 
through characteristic peaks may be ineffective under com-
plex background conditions  [27, 28]. From a macroscopic 
perspective, PCR characterizes the ability to detect low-
energy weak peaks amid complex backgrounds, while PPR 
quantifies the likelihood of gamma rays undergoing various 
interactions within the detector and ultimately contributing 
to the full-energy peaks.

The formation mechanism and measurement principles 
of the gamma-ray instrument spectrum served as the basis 
for feature alignment. The alignment function utilized the 
inherent distribution characteristics of energy spectra, focus-
ing on aggregating ratios from multiple regions of inter-
est. By converting both source and target domain samples 
into two types of ratios, the distribution gap between them 
was reduced. This function was beneficial for analyzing and 
interpreting the physical significance of energy spectra.

2.2 � Label alignment

Due to the challenge of expanding target domain samples 
caused by the heterogeneous label space in sample transfer 

(2)rc =
xb
i∑

j∈[cl ,cr]
(xb

j
)

(3)ra =
xb
i

xb
j

Table 1   Pseudo-code for feature alignment

Algorithm 1 Feature alignment method

Input
{x, y} : Sample from Ds and Dt

c: Energy scale parameter
ec : Characteristic energies of Dt

ea : Auxiliary energies of Dt

Begin
1. x ⟶ xb = {xb

1
, xb

2
,⋯ , xb

d∕2c
}

2. For e in ec

               
rc =

xa
i∑

j∈[cl ,cr ]
(xa

j
)

   end
3. For e′ in ea

      For e in ec

               
rp =

xa
i

xa
j

      end
   end

End
Output

Sample in Db : {xb, rc, rp, y}
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learning (i.e., Ys ≠ Yt ), directly using source domain data 
for target domain model training was not feasible. This paper 
employed discriminative features in a shared subspace to 
measure the distance between source domain samples and the 
centroids of target domain categories using class mean meas-
urement. Additionally, source domain labels were updated 
through label propagation, which leveraged the discriminative 
structural information within the source domain data. Figure 3 
illustrates the schematic diagram of label alignment.

Let T
t
= {xt

j
, yt

j
}m
j=1

 denote a set of m target domain samples, 
where xt

j
 represents the j-th sample and yt

j
 denotes its corre-

sponding label. U represents the set of non-repeating labels in 
Yt , as defined by Eq. 4.

For each non-repeating label Uk ∈ U , Tk represents the index 
set of all the samples in the target domain with label Uk.

Compute the centroid vector �k corresponding to label Uk 
using Eq. 6, where |Tk| denotes the number of samples with 
label Uk.

Furthermore, T
s
= {xs

i
, ys

i
}n
i=1

 denotes a set of n source 
domain samples, where xs

i
 represents the i-th sample and ys

i
 

denotes its corresponding label. To effectively align source 
domain labels, efficient clustering of these n source domain 
samples is crucial. The samples are partitioned into k clus-
ters, each centered around centroids �k (k ≪ n) , to minimize 
the Within-Cluster Sum of Squares (WCSS). The key to this 
process is identifying clusters Ok that satisfy Eq. 7.

(4)U = unique(Yt)

(5)Tk = {{xt
j
, yt

j
} ∣ yt

j
= Uk}

(6)�k =
1

|Tk|
∑

yt
j
=Uk

x
t
j

For each xs
i
 , a distance threshold �k was used to ensure com-

pliance with Eq. 8. Samples that did not meet this criterion 
were excluded from consideration.

Assigning a novel class label to each retained source domain 
sample was crucial for its role in training the target model. 
The reallocation of source domain labels was based on the 
cluster to which each sample belonged, as determined by 
class mean measurement. Specifically, the label was set to 
k if xs

i
∈ Ok.

The purpose of this process was to extract meaning-
ful samples from the source domain to aid in training the 
target model through clustering and distance measure-
ment methods. This approach improved the effectiveness 
of sample transfer. Specifically, samples from the target 
domain training set were used as initial centroid points 
for clustering. The similarity between each sample in 
the source domain training set and these centroid points 
was measured using distance metrics, such as Euclidean 
or Mahalanobis distance, depending on the problem’s 
requirements. Samples with larger distances, indicating 
significant differences in feature distribution from the tar-
get task, were deemed less suitable for training and were 
discarded. After identifying the retained samples, new 
class labels were assigned based on their distances to the 
centroid points.

A decision tree architecture was used for classifying 
low-count energy spectra with small sample sizes. Specific 
parameter settings were implemented to control the tree’s 
structure. Notably, the maximum depth of the tree was 
limited to 20, establishing the maximum number of nodes 
from the root to the farthest leaf. This constraint helped 
manage the tree’s complexity and reduce overfitting, par-
ticularly beneficial for small sample sizes [29]. The Gini 
diversity index was used as the splitting criterion for node 
partitioning. This choice aimed to minimize the presence 
of interfering radionuclides in each node, enhancing the 
classification purity of the resulting subsets. By focusing 
on creating nodes with instances predominantly from a 
single class, the model’s accuracy in classifying low-count 
gamma-ray spectra was improved [30]. This parameter 
configuration effectively balances the model’s complex-
ity and performance, leading to better classification accu-
racy, especially in scenarios with low-count energy spectra 
under short-duration measurements.

(7)argmin
O

|U|∑

k=1

∑

xs∈Ok

‖‖xs − �k
‖‖
2

(8)‖‖xsi − �k
‖‖
2

xs∈Ok

≤ �k

Fig. 3   (Color online) Schematic of label alignment. The various 
markers colors denote samples originating from distinct domains. The 
source domain labels were updated via label propagation by comput-
ing centroids for target domain categories and assessing the distance 
between source domain samples and these centroids
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3 � Experiments and analysis

This section describes two primary components of spec-
tral data: synthetic and measured data. The source domain 
corresponded to the synthetic data generated through 
Monte Carlo simulations, whereas the target domain cor-
responded to the measured spectral data obtained from 
the detectors.

This section is comprised of six sections that demon-
strate the feasibility of the proposed method for radionu-
clide identification through a series of experiments. Part 
A introduces the acquisition and preprocessing of both 
synthetic and measured data. Random examples are pre-
sented to visually illustrate the comparison of the gamma 
energy spectra of various radionuclides originating from 
distinct domains. Part B involved a comparative analysis 
of the gamma energy spectra of different radionuclides 
from diverse domains under various scale parameters. 
Part C conducted calculations and analyses of PCR and 
PPR individually using authentic samples in the target 
domain. Part D compares the various effects resulting from 
employing different features as the alignment basis and 
adjusting distinct thresholds during the label alignment 
process. Section E compares the classification effects of 
several commonly used methods with varying proportions 
of actual target domain samples participating in the train-
ing process. Part F conducted classification experiments 
on multiple sets of individual features and their aggrega-
tions, with a subsequent comparison of their classification 
effects.

3.1 � Data preparation

This section introduces the acquisition and preprocessing 
of both synthetic and measured data. The synthetic data 
generated through the Monte Carlo simulations served as 
the source domain, whereas the measured spectral data 
obtained from the detectors were employed as the target 
domain.

First, the generation of synthetic data encompasses a 
three-step process: acquisition of background data, genera-
tion of single-nuclide energy spectra, and synthesis of data.

Step 1. Acquisition of background data: A custom 3-inch 
NaI detector was employed to measure ambient background 
radiation in a laboratory setting devoid of external radioac-
tive sources. The detector remained stationary for 12 h, and 
two measurements were conducted: one with lead bricks 
surrounding the detector and the other without lead bricks, 
yielding two distinct sets of background data.

Step 2. Generation of single-nuclide energy spectra The 
Monte Carlo method was used to simulate the transport 

of gamma-ray particles emitted from 26 individual radio-
nuclides. The simulated scenarios involved various sin-
gle radioactive point sources and a stationary 3-inch NaI 
detector. One million photons were simulated, and their 
trajectories were tracked by the detector, ultimately pro-
ducing gamma-ray energy spectra.

Step 3. Synthesis of data: Linear combinations were per-
formed on two sets of background spectra and 26 synthetic 
radioactive spectra using randomly assigned signal-to-noise 
ratios (SNR). The SNR was computed as SNR = Nnc∕Nbg , 
where Nnc represents the sum of the photon counts emitted 
by the radioactive source and Nbg denotes the sum of the 
background photon counts. For linear superposition, SNR 
values were randomly generated within a range of 0.3 to 1.

This process generated a total of 15,600 synthetic 
gamma-ray energy spectra for 26 radionuclides. Table 2 lists 
common radionuclides, including special nuclear materials 
(SNM), commonly used nuclear materials in industry and 
medicine, and naturally occurring radioactive materials 
(NORM).

Measurement experiments in this study used the 
AT6104DM spectrometer from Atomtex. The detection unit, 
housed in a seismic-resistant and waterproof stainless steel 
container, featured a NaI(Tl) crystal measuring Φ 63 mm × 
63 mm to record gamma radiation from controlled radionu-
clides, with a typical resolution of 7.5% at 662 keV (137Cs). 
The spectrometer’s detection energy range extended from 
70 keV to 3 MeV.

Measurement experiments were conducted in a labora-
tory setting. A specific open area within the laboratory was 
chosen as a fixed reference point. A ruler was placed on the 
ground with the radiation source positioned at the origin of 
the ruler. The spectrometer was then moved to vary param-
eters such as the relative distance from the source and the 
measurement angle. Two V-type radiation sources, 137Cs and 
60Co, as well as one IV-type radiation source, 152Eu, were 
used in the measurements, with activities of 3.7×105 Bq, 
3.7×105 Bq, and 3.7×108 Bq, respectively. To evaluate the 
proposed method’s accuracy in identifying isotopes under 
shorter measurement times, the measurement duration was 
limited to between 1 and 5 s.

Table 2   Radionuclide library of synthetic sample

Type Radionuclide

SNM 237NP, 233U, 235U, 238U
Industrial 241Am, 133Ba, 57Co, 60Co, 137Cs

152Eu, 192Ir, 75Se
Medical 51Cr, 18F, 67Ga, 123I, 125I, 131I

111In, 103Pd, 99 mTc, 201Tl, 133Xe
NORM 40K, 226Ra, 232Th
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As depicted in Table 3, we acquired 300 gamma-ray 
energy spectra from three individual radiation sources. The 
dataset included 300 spectral samples encompassing 1024 
discrete energy channels along with their respective event 
counts.

Random samples were selected from both the source and 
target domains, as illustrated in Fig. 4. All energy spectral 
data presented were normalized. For the simulated energy 
spectra, the total number of photon counts was 20,000, while 
for the measured energy spectrum, it ranged from approxi-
mately 400 to 700 counts. In the simulated experiments, 
the ample number of photons led to distinct features in the 
gamma energy spectrum (highlighted by red boxes). How-
ever, in practical measurements lasting 1 to 5 s, only the 
137Cs spectrum exhibited approximate characteristic peaks, 
while other gamma energy spectra lacked distinct features. 
This posed a challenge in identifying different peaks in the 
measured spectra.

3.2 � Scale parameter

The scale parameter, denoted as c, was essential for opti-
mizing the accuracy of energy spectrum transformation and 
played a crucial role in feature alignment. Its fine-tuning 
had a dual purpose: it enabled effective dimensionality 
reduction, providing a streamlined representation of spec-
tral characteristics, and it reduced the impact of statistical 
fluctuations, enhancing the robustness and reliability of the 
alignment process.

To visually illustrate the effects of different scale param-
eter settings on spectral features, the scaling parameter was 
set to values of 0, 2, 4, and 6. Random samples were selected 
from both the source and target domains, and the scaled 
spectra are presented in Fig. 5. This graphical representation 
offers a comparative view of the variations induced by differ-
ent scale parameter settings, serving as a valuable resource 
for researchers seeking a deeper understanding of energy 
spectrum transformations.

The observed spectra provided valuable insights into 
the nuanced effects of the scale parameter on energy spec-
trum transformation. At a scale parameter of 0, the original 
spectra showed pronounced statistical fluctuations. As the 
scale parameter increased, these fluctuations were nota-
bly suppressed while preserving prominent features. This 

improvement highlights an enhancement in the stability and 
reliability of the spectral data.

Short-duration measurements result in heightened statisti-
cal fluctuations in the target domain, making fine-tuning the 
scale parameter crucial for achieving meaningful alignment. 
Gradually increasing the scale parameter leads to a smoother 
representation of the energy spectra, reducing the impact of 
uncertainties introduced by short-duration measurements, 
particularly in the target domain.

However, observations at a scale parameter value of six 
revealed a potential risk. At this value, there was a signifi-
cant loss of detailed features, retaining only broad trends. 
Although a larger scale parameter effectively suppressed 
statistical fluctuations, it also led to the loss of finer details 
in the spectra. This highlights the need for a careful balance 
in selecting the scale parameter, aiming to mitigate statistical 
fluctuations while preserving essential feature information. 
This finding is crucial for practical applications, especially 
in scenarios involving short-duration measurements in the 
target domain.

3.3 � PCR and PPR

To achieve improved classification performance, prior 
knowledge was essential. It provided a better understand-
ing of the changes and peak-valley features that radionu-
clides may exhibit during measurements. This understand-
ing helped optimize classification algorithms, enhancing 
the accurate differentiation of radionuclides. By consider-
ing radiation characteristics, energy spectral shapes, and 
potential sources of noise outlined in prior knowledge, the 
classification model was finely tuned to adapt better to real 
measurement conditions. As shown in Table 4, the table 
includes the half-life, primary characteristic energies, and 
corresponding emission rates for the radionuclides of inter-
est. This information formed the basis for further analysis 
and interpretation in the classification process.

Characteristic and auxiliary energy values were crucial 
for calculating the PCR and PPR. Leveraging the charac-
teristic information of these target radionuclides, the char-
acteristic energy values were defined as 122 keV, 344 keV, 
662 keV, 1173 keV, 1332 keV, and 1408 keV, while auxil-
iary energy values were set at 245 keV, 411 keV, 444 keV, 
779 keV, 867 keV, 964 keV, 1086 keV, 1090 keV, 1112 keV, 
1213 keV, and 1299 keV. Taking the measured sample of 
60Co as an example, the characteristic peak was selected 
as 662 keV, with an auxiliary peak chosen as 245 keV. The 
energy range was set to 3000 keV, and the scale parameter 
was set to 0. Through calculations, the PCR value was deter-
mined to be 0.0016, and the PPR value was 0.3636.

To further illustrate the discriminability of PCR and 
PPR, we compared the intra-class and inter-class distances 
between the baseline samples and aligned samples based on 

Table 3   Radionuclide library of measured sample

Nuclide type Size Capacity Label

137Cs 1024 100 1
152Eu 1024 100 2
60Co 1024 100 3
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features from the aforementioned 60Co example, for both 
the synthetic and measured sample sets. However, because 
of the different dimensions of the baseline samples, PCR 
and PPR, it was not feasible to directly compare them using 
distance calculations. Therefore, we computed the intra- and 
inter-class distances between the randomly synthesized and 
measured samples. We then calculated the ratios of intra- 
and inter-class distances in the baseline samples, PCR, and 
PPR to make horizontal comparisons. The results are pre-
sented in Table 5.

Ideally, after feature alignment, intra-class distances 
should be minimized while inter-class distances should be 
maximized. Consequently, the ratio of intra-class to inter-
class distances was minimized. The results in Table 5 show 
that the ratios of intra-class to inter-class distances for the 
initial samples were 0.7708 and 1.4092, respectively. For 
PCR, these ratios were 0.6426 and 0.8796, respectively, 
and for PPR, they were 0.0821 and 0.1655, respectively. 
All these values were smaller than those of the baseline 
samples. These results indicate that after feature alignment, 
both PCR and PPR improved the ratio of intra-class to inter-
class distances. This suggests that PCR and PPR were more 
effective in reducing intra-class differences and enhancing 
inter-class differences, thereby improving the discriminative 
power of the model. Notably, PPR performed better than 
PCR in terms of the ratio of intra-class to inter-class dis-
tances. The smaller ratio for PPR may imply that it more 
effectively preserves key information during dimensionality 
reduction. This likely reflects that PPR better captures the 
intrinsic structure among samples during feature selection 
and projection, aiding in distinguishing between different 
sample categories.

3.4 � Label alignment basis

In the label alignment process, using different features as 
alignment criteria and varying thresholds can produce dis-
tinct outcomes. In this part, each of the three feature sets-SC, 
PCR, and PPR-was used individually as alignment criteria, 
as well as their combined features, referred to as AGG.

Experiments were conducted by adjusting threshold 
intervals based on each feature’s characteristics. The scal-
ing parameter was fixed at 2 to ensure that 10% of target 
domain samples were included in training, and the clas-
sification feature was set to AGG. Figure 6 shows how the 
number of retained samples changed after aligning source 

Fig. 4   (Color online) Random samples of three different radionu-
clides from the source (a, c, e) and target domains (b, d, f). Red boxes 
highlight the positions of characteristic peaks and their correspond-
ing energy values. Distinct characteristic peaks are observable in (a), 
(c), and (e). However, due to the short-duration measurement, only 
the approximate shape of the characteristic peak can be discerned in 
(b), and no evident characteristic peaks are observable in (d) and (f)

▸
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domain samples using different features as alignment crite-
ria. Figure 7 illustrates the trend in classification accuracy 
as thresholds varied, depending on which features were 
used as alignment criteria.

It is important to note that the x-axis in both figures rep-
resents variations in thresholds. For the SC feature, it cov-
ers 100 evenly spaced values within the interval [0,3]. For 
the PCR feature, it covers 100 evenly spaced values within 

Fig. 5   (Color online) Synthetic 
and measured samples with 
scale parameters. When c = 0 , 
the spectra were untreated, 
containing 1024 sample feature 
channels, exhibiting pronounced 
noise and strong statistical 
fluctuations. At c = 2 , noise 
diminished, and the number of 
sample feature channels reduced 
to 256. With c = 4 , the spectral 
noise was suppressed, revealing 
distinct characteristic peaks, 
while the number of sample 
feature channels decreased to 
64. At c = 6 , a significant loss 
of detailed spectral features 
occurred, leaving only the 
approximate shapes of the spec-
tra, with the number of sample 
feature channels reduced to 16
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the interval [0,0.75]. This experimental design aimed to 
thoroughly understand how different features affect label 
alignment and classification performance, offering valuable 
insights for further model parameter optimization.

From Fig. 6, it is evident that as the threshold gradually 
increased, the number of source domain samples remain-
ing after alignment also increased, eventually approaching 
the total number of samples in the source domain. Specifi-
cally, for the SC curve, the number of retained samples was 
approximately 2.57% to 3.11% higher compared to other 
scenarios once the number of retained samples stabilized.

The trends in the SC and PCR curves showed a similar 
pattern. The number of retained samples increased rapidly 
in the early stage (threshold change 1–10), leveled off in 
the mid-stage (threshold change 11–30), accelerated again 
in the late stage (threshold change 31–100), and eventually 
saturated. A noticeable intersection between the SC and PCR 
curves occurred around a threshold change of 30.

Conversely, the curves for PPR and AGG nearly overlap, 
showing a similar trend. The number of retained samples 
increased rapidly in the early stage (threshold change 1–10). 
Throughout most of the threshold changes, the quantity of 
retained samples consistently exceeded that in scenarios 
where SC and PCR were used as alignment references. This 
likely negatively impacted alignment performance due to 
the sharp increase in heterogeneous samples from the source 
domain.

Examining Fig. 7, a clear trend emerged showing that 
using SC as the alignment criterion resulted in overall 
superior test accuracy, consistently ranging between 84% 
and 92%. PCR, despite significant fluctuations in the early 
stages (threshold variation 1–10), eventually achieved a high 
classification accuracy of about 86%. However, during the 
mid-stage (threshold variation 11–30), accuracy gradually 
declined to around 56% and stabilized at approximately 76% 
in the later stages (threshold variation 31–100). In contrast, 

Table 4   Energy and emissivity of measured radionuclide

Nuclide Half-life (a) Energy (keV) Emissivity (%)

60Co 5.27 1173.21 99.98
1332.5 99.87

137Cs 30.17 661.66 85.21
32.19 3.61
31.82 1.96
36.4 1.31

152Eu 13.5 121.78 28.58
344.28 26.5
1408.01 21.005
964.08 14.605
1112.07 13.644
778.90 12.942
1085.87 10.207

Table 5   Comparison between intra-class and inter-class distance

Distance Intra Inter Inter Intra/Inter Intra/Inter
Co-Co Co-Cs Co-Eu Co-Co/

Co-Cs
Co-Co/Co-Eu

Baseline 2.9792 3.8653 2.7430 0.7708 1.4092
PCR 0.0169 0.0263 0.0299 0.6426 0.8796
PPR 8.8039 107.1756 647.5620 0.0821 0.1655

Fig. 6   (Color online) Variation in remaining samples after aligning 
source domain samples using different features as alignment criteria. 
Feature1 through Feature4 correspond to SC, PCR, PPR, and AGG, 
respectively

Fig. 7   (Color online) Classification testing accuracy at varying 
thresholds when different features were used as alignment criteria. 
Feature1 through Feature4 correspond to SC, PCR, PPR, and AGG, 
respectively
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PPR and AGG showed overall declining trends with varying 
thresholds, indicating their limited effectiveness as discrimi-
native criteria in the label alignment process.

Figure 8 highlights intervals where the test accuracy 
curves for SC and PCR show exceptional performance. 
Notably, SC demonstrated a significant advantage in the 
threshold range [0.96, 1.24], achieving an impressive test 
accuracy of 92.22%. In comparison, PCR performed best 
at a threshold value of 0.03, with a notable test accuracy 
of 85.56%. Clearly, SC was the most suitable alignment 
criterion.

3.5 � Impact of proportion of target samples 
participating in training

To validate the advancements of the proposed method, we 
compared it with several widely used approaches [31–36]. 
All comparative methods used target domain data, starting 
with 30% of the target dataset samples in the training set. 
This proportion was gradually reduced from 30% to 5% to 
evaluate the classification performance of each method with 
varying amounts of target dataset samples used in training.

In the experimental procedure, the proportions of tar-
get dataset samples used in training were set at 5%, 10%, 
15%, 20%, 25%, and 30% for 10 rounds of experiments. 
Each round consisted of 100 iterations, and the average 
test accuracy values across these iterations were calcu-
lated and analyzed. Additionally, each test involved five-
fold cross-validation. The key classification feature was 
set to AGG, the scaling parameter was fixed at 2, and the 

feature used for filtering source domain samples was SC, 
with a threshold set to 1.

Three machine learning classification methods based 
on full-spectrum information were selected for compari-
son: (1) decision tree, (2) support vector machine (SVM), 
and (3) neural network. The parameter settings for each 
method were as follows: (1) decision tree: The maximum 
depth was set to 20, and the splitting criterion used was 
the Gini diversity index. (2) SVM: A polynomial kernel 
function was employed with a Box Constraint level of 1 to 
limit the penalty on observations that violate the margin, 
thereby reducing the risk of overfitting. Data normaliza-
tion was applied to maintain consistent scales across dif-
ferent features. (3) Neural network: The network used a 
fully connected layer of size 25 as the first layer with a 
ReLU activation function. The maximum number of itera-
tions was set to 1000, regularization term strength was set 
to 0, and data normalization was performed.

The experimental results, depicted in Fig. 9, compre-
hensively evaluated the classification effectiveness of the 
proposed method compared to traditional methods across 
varying proportions of target dataset samples in the train-
ing set. The iterative nature of the experiments ensured a 
thorough assessment of each method’s performance. Sta-
tistical analysis of the average test accuracy values offered 
insights into the stability and peak performance of each 
method under different experimental conditions.

Figure  9 shows the average classification accuracy 
across multiple iterations as the proportion of target 
domain training samples varies from 5% to 30%. The 
results clearly demonstrate the significant effectiveness 
of the proposed method across different proportions of 
training sample involvement.

Fig. 8   (Color online) Local classification testing accuracy curves at 
varying thresholds using different features employed as alignment cri-
teria. Feature1 and Feature2 correspond to SC and PCR, respectively. 
The blue (horizontal) and orange (vertical) axes represent the thresh-
old intervals and the corresponding classification test accuracy for the 
two feature sets used as label alignment standards

Fig. 9   (Color online) Average classification test accuracy by partici-
pation in training. Method: the proposed method in this study; tree: 
decision tree; SVM: support vector machine; NN: neural network
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When the training sample size was limited to 5%, the 
average classification accuracy across all four methods 
showed only minor variations and remained low. In this 
context, the proposed method achieved an average accuracy 
of 81.39% in 1000 random tests, outperforming the other 
three methods by 13.62%, 9.41%, and 7.15%, respectively. 
As the proportion of training samples increased to 10%, the 
proposed method’s average accuracy improved significantly 
to 88.95%, demonstrating its effectiveness in handling sam-
ple scarcity. With a larger training sample proportion of 
30%, the proposed method achieved an average accuracy of 
90.95% in 1000 random tests, surpassing the other methods 
by 18.46%, 4.57%, and 8.85%, respectively.

The figure also shows the maximum and minimum errors 
from 1000 random tests, represented by short lines above and 
below each data point. It is clear that the proposed method’s 
errors were significantly lower than those of the comparison 
methods, as supported in Table 6. This indicates its overall 
high stability and minimal susceptibility to uncontrollable 
data fluctuations. While full-spectrum machine learning 
classification methods achieve high test accuracy at certain 
stages, their performance notably declines as the propor-
tion of training data decreases, highlighting their limitations 
compared to the proposed method. These results underscore 
the exceptional performance of the proposed method in com-
parative experiments, emphasizing its robustness and ability 
to handle the challenges of identifying low-count spectra in 
short-term measurements.

When the proportion of training samples varies, the time 
required for each phase may differ. To assess these differ-
ences, experiments were conducted where the time spent on 
alignment, training, and testing was systematically recorded. 
The proportions of target dataset samples used for training 

were set at 5%, 10%, 15%, 20%, 25%, and 30%. The key 
classification feature was set as AGG, and the scaling param-
eter was fixed at 2. SC was used for filtering source domain 
samples, with a threshold of 1. The total number of source 
domain samples was 15,600, while the target domain sam-
ples numbered 300. The original feature dimension of the 
samples was 1,024. The results are presented in Table 7.

Table 7 lists the durations for each algorithmic phase, 
the total algorithm duration, and the average duration of 
each phase for various sample participation ratios. This 
comparison highlights variations in resource allocation and 
efficiency throughout the training process. In the alignment 
phase, the average duration was 1 s, suggesting some com-
plexity in data preparation or feature extraction. The train-
ing phase averaged 0.3 s, while the testing phase averaged 
0.01 s, demonstrating rapid inference capability. Despite the 
differences in duration across phases, the overall efficiency 
in model training and testing was commendable.

3.6 � Impact of features on classification 
performance

To assess the impact of individual features and their com-
binations on classification performance, we conducted four 
sets of experiments. Our goal was to determine the specific 
contributions of each feature group to classification tasks. 
In these experiments, we used a fixed scaling parameter of 2 

Table 6   Average classification accuracy

Propor-
tion (%)

Tree (%) SVM (%) NN (%) Method (%)

5 67.77±4.64 71.98±3.52 74.24±4.03 81.39±1.28
10 63.49±2.48 79.47±4.02 78.86±3.44 88.95±0.85
15 66.69±1.86 82.58±2.64 80.94±2.40 90.36±0.35
20 70.15±3.02 84.31±1.67 81.41±1.38 90.38±0.47
25 71.48±3.55 85.23±0.78 81.37±2.11 90.67±0.45
30 72.49±1.56 86.38±0.93 82.10±1.31 90.95±0.44

Table 7   Temporal dynamics of 
efficiency across varying sample 
participation ratios

Proportion (%) 5 10 15 20 25 30 Mean

Align(s) 0.9974 1.0292 0.9977 1.0416 0.9806 1.0333 1.0133
Train(s) 0.3456 0.3112 0.3392 0.3388 0.3287 0.3512 0.3358
Test(s) 0.0144 0.0129 0.0125 0.0198 0.0186 0.0159 0.0157
Sum(s) 1.3574 1.3534 1.3494 1.4001 1.3279 1.4004 1.3648

Table 8   Validation accuracy of features

Feature1 Feature2 Feature3 Feature4

1 0.9936 0.9925 0.9922 0.9936
2 0.9913 0.9919 0.9933 0.9945
3 0.9919 0.9948 0.9933 0.9936
4 0.9933 0.9942 0.9945 0.9962
5 0.9928 0.9945 0.9933 0.9957
6 0.9948 0.9913 0.9910 0.9939
7 0.9942 0.9928 0.9936 0.9936
8 0.9928 0.9942 0.9925 0.9951
9 0.9925 0.9931 0.9942 0.9959
10 0.9936 0.9928 0.9933 0.9933
11 0.9945 0.9962 0.9922 0.9933
12 0.9933 0.9939 0.9928 0.9939
Mean 0.9932 0.9935 0.9930 0.9944
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and set the target domain sample participation ratio in train-
ing to 10%. We employed PCR for filtering source domain 
samples, with a threshold of 0.04. This standardized design 
ensured a fair comparison of each feature group’s perfor-
mance, providing a consistent baseline for evaluating the 
effects of both individual and combined features on clas-
sification outcomes.

Table 8 shows the validation accuracy of the four features 
across 12 experiments. Notably, the validation accuracy 
remained consistently high due to the substantial propor-
tion of source domain samples in both the training and vali-
dation sets. This trend was observed for all feature groups, 
indicating high accuracy on the validation set for each group. 
However, this high validation accuracy should be interpreted 
with caution, as it may not accurately reflect the model’s 
performance on target domain samples or reveal potential 
variations in the generalization of different feature groups 
to the target domain.

Table 9 presents the testing accuracy of the four features 
across 12 experiments. The results show that the joint fea-
tures significantly outperformed other scenarios, indicating 
that this feature group effectively captured and integrated 
information from the preceding three feature groups. This 
integration not only improved classification performance but 
also highlighted the synergistic effects among the features. 
The findings emphasize the importance of feature fusion in 
enhancing model generalization and classification accuracy.

4 � Conclusion

This study proposed a novel algorithm for identifying low-
count energy spectra in short-duration measurements based 
on heterogeneous sample transfer. The proposed method 
tackles challenges associated with negative transfer due to 

significant differences between source and target domain 
distributions. It utilized an alignment function to pro-
ject both domains into a unified subspace. To effectively 
enhance the target domain samples, distance measurement 
methodologies and clustering techniques were employed 
to reassign class labels to the source domain samples. A 
decision tree model, known for its resilience to outliers, 
was employed, offering a hierarchical structure that clearly 
highlights the importance of spectral features and provides 
an intuitive representation of the classification process in 
spectral analysis.

The results of comparative experiments between the pro-
posed method and several widely used approaches using 
only target domain data led to the following conclusions:

(1) The proposed method leveraged the inherent distri-
bution properties of energy spectrum data and focuses on 
aggregating ratios from multiple regions of interest. This 
approach effectively mitigates transfer difficulties arising 
from different domain distributions in the transfer learning 
of short-duration energy spectrum samples.

(2) The proposed method utilized class mean measure-
ments to calculate the distance between source domain 
samples and target domain category centroids. This align-
ment of source domain labels effectively reduces transfer 
difficulties caused by different label spatial distributions in 
low-count heterogeneous energy spectrum sample transfer 
learning, thereby increasing the total sample space in the 
target domain.

It should be noted that this study focused on static radia-
tion sources. The effects of source motion or dissolution in 
water have not yet been considered. Although this method 
performs well in low-count energy spectrum classifica-
tion, its reliance on prior knowledge remains a limitation. 
Future research should aim to enhance the applicability of 
this method to address more complex and diverse scenar-
ios. Through an in-depth exploration of novel theoretical 
frameworks and technical approaches, we seek to overcome 
these limitations and make the method more versatile and 
adaptive.
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Table 9   Testing accuracy of features

Feature1 Feature2 Feature3 Feature4

1 0.5963 0.6593 0.6889 0.8037
2 0.5630 0.6111 0.7481 0.8074
3 0.5963 0.7111 0.7778 0.8111
4 0.6741 0.6926 0.7185 0.8148
5 0.6444 0.6889 0.7259 0.8185
6 0.6222 0.6074 0.6778 0.8222
7 0.6333 0.6815 0.7259 0.8259
8 0.6111 0.7111 0.7296 0.8296
9 0.7333 0.6481 0.6704 0.8333
10 0.6630 0.6333 0.6259 0.8370
11 0.6407 0.5481 0.6185 0.8407
12 0.6889 0.6630 0.7481 0.8444
Mean 0.6389 0.6546 0.7046 0.8241
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