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Abstract
The DarkSHINE experiment proposes a novel approach to single-electron-on-fixed-target exploration that focuses on the 
search for dark photons through their invisible decay into dark matter particles. Central to this initiative is an advanced 
tracking detector designed to achieve exceptional sensitivity in the detection of light dark matter candidates. This study 
evaluates the performance of several prototype AC-coupled low-gain avalanche diode (AC-LGAD) strip sensors specifically 
developed for the DarkSHINE tracking detector. The electrical properties of the sensors from two batches of wafers with 
different n+ doses are thoroughly evaluated. Spatial and temporal resolutions are measured using an infrared laser source. 
The spatial resolutions range from 6.5 to 8.2 μm and from 8.8 to 12.3 μm for the sensors from two distinct dose batches, 
each with a 100 μm pitch size. Furthermore, the sensors demonstrate time resolutions of 8.3 and 11.4 ps, underscoring the 
potential of AC-LGAD technology in enhancing the performance of the DarkSHINE tracking detector.
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1 Introduction

Experimental observations and theoretical research in 
astrophysics and cosmology indicate that the Universe con-
tains approximately 68% dark energy and 27% dark matter, 

whereas ordinary matter described by the particle-physics 
standard model (the so-called visible baryonic matter) con-
stitutes only 5% of the total energy of the Universe. Despite 
the increasing astronomical evidence supporting the exist-
ence of dark matter, little is known about its nature. Dark 
matter does not participate in electromagnetic interactions; 
thus, detecting dark matter particles experimentally is chal-
lenging. Over the past few decades, dark matter detection 
experiments have been conducted worldwide, with the 
primary goal of searching for weakly interacting mas-
sive particles (WIMPs). These experiments include direct 
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detection experiments such as the PandaX [1], CDEX [2], 
and XENONnT [3] experiments; dark matter production 
experiments such as the ATLAS [4] and CMS [5] experi-
ments at the Large Hadron Collider; and space experiments 
such as the DAMPE [6] and AMS [7] experiments. These 
experiments are competitive, continuously pushing the upper 
limits of the interaction cross section of dark matter particles 
with ordinary matter in the mass range of GeV to tens of 
TeV. However, the detection of light dark matter candidates 
in the sub-GeV (from MeV to GeV) mass range, which is 
equally important, remains relatively weak. Therefore, the 
development of new detection methods for light dark matter 
particles in the sub-GeV mass range has been incorporated 
into the European Particle Physics Strategy 2020 [8] and 
U.S. Snowmass Strategy 2021 [9]. Dark photons, as media-
tor particles for interactions between dark matter particles, 
are also considered candidate particles for light dark mat-
ter [10–16]. They can dynamically mix and convert into pho-
tons, serving as a portal connecting the world of dark matter 
to that of ordinary matter. Therefore, the search for dark pho-
tons in the sub-GeV mass range is a promising breakthrough 
in identifying dark matter particles [17–21].

The DarkSHINE experiment is a newly proposed elec-
tron-on-fixed-target experiment that searches for dark photon 
particles produced via electron and nucleon interactions. The 
dark photons then decay into a pair of dark matter candi-
dates, which is known as invisible decay [22]. Dark matter 
pairs escape detection with missing momentum and energy, 
resulting in a lower momentum and larger recoil angle of the 
recoil electron. The missing momentum signature is used to 
identify signals from various Standard Model background 
processes. The under-construction LCLS-II facility [23–25] 

based at the US SLAC National Accelerator Laboratory 
and the Shanghai High Repetition-Rate XFEL and Extreme 
Light Facility (SHINE) [26–29] based in Shanghai were 
designed to conduct high-repetition-rate electron beams, 
enabling precise detection of the dark photon invisible decay 
process. The DarkSHINE experiment plans to use the single 
electron beam provided by the SHINE facility. Compared to 
typical beam-dump experiments, the DarkSHINE experi-
ment is highly sensitive to dark photons and sub-GeV dark 
matter candidates [30]. To detect the missing momentum, 
the reconstruction of the position and momentum of the 
incident and recoil electrons is crucial for this experiment.

To achieve such high sensitivity, the detector of the 
DarkSHINE experiment was designed as shown on the left 
of Fig. 1. By design, a single electron bunch is provided 
every 60 ns through the DarkSHINE kicker system in the 
SHINE linac. The tracking system is placed in a downward 
magnetic field of approximately 1.5 T, which is provided by 
a superconducting magnet system. As shown in the plots on 
the right of Fig. 1, the DarkSHINE tracking system consists 
of seven layers of tagging modules and six layers of recoil 
modules, and a tungsten target with a 0.1X0 decay length is 
placed between them. The magnetic-field direction is defined 
as the y-direction and the electron-beam direction as the 
z-direction; hence, the electron is deflected in the x-direction 
perpendicular to the magnetic field. Each layer of the 
tracking module consists of two silicon sensors with lengths 
of at least 20 mm placed at a small angle (100 mrad) along 
the y-direction. The sensors are expected to be as thin as 
possible to avoid multitrack events caused by the interaction 
between the charged particles and the nucleus of the detector 
material. The designed position (angle) resolution of the 

Fig. 1  (Color online) Left: Schematic of the detector used in the 
DarkSHINE experiment  [30]. Along the incident direction of the 
electron, from left to right in the picture, the red material with a blue 
brace is the dipole magnet. The tagging tracker is placed at the center 
of the magnet. The recoil tracker is located at the edge of the magnet, 
and the target is caught in the middle. ECAL is placed after the recoil 

tracker, followed by HCAL. Right: Schematic of the DarkSHINE 
tracking system. From left to right: tagging tracker (with seven layers 
of tracking modules), tungsten target, and recoil tracker (with six lay-
ers of tracking modules). For each layer, two strip sensors are shown 
in the diagram, placed at a small angle (100 mrad)
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tracking system is better than 10 
μm

 in the direction of elec-
tron deflection. To achieve this, several small prototype sen-
sors have been designed using AC-coupled low-gain ava-
lanche diodes (AC-LGADs, also called resistive silicon 
detectors).

The LGAD [31, 33–37] was developed in recent years as 
a novel precise detector technology, initially proposed and 
designed for precise timing measurements. It has been used 
for the high-granularity timing detector of ATLAS [38] and 
endcap timing layer of CMS [39] for the High-Luminosity 
Large Hadron Collider. The left plot of Fig. 2 shows a sche-
matic of an LGAD sensor. The LGAD sensors are fabri-
cated on high-resistivity p-type substrates with thicknesses 
of approximately 50 μm . Based on traditional n-in-p silicon 
sensors, the LGAD sensor has an additional highly doped p+ 
region (namely, the “gain layer”) under the parallel n-p junc-
tion. When a bias voltage is applied across the sensor, the 
p+ layer is depleted and creates a strong local electric field, 
thereby introducing internal gain. To achieve better spatial 
resolution while maintaining a similar gain and fast timing 
performance, AC-LGAD technology has been used where 
the signal is capacitively induced and shared among metal 
AC pads. The right plot of Fig. 2 shows a sketch of an AC-
LGAD sensor. The AC pads of the sensor used for the signal 
readout are placed on a thin dielectric layer grown over the 
n+ layer of the sensor. The n++ layer in the standard LGADs 
is replaced by a much less doped n+ layer in the AC-LGADs. 
This results in increased inter-pad resistance [40]. A highly 
doped n++ implant is preserved at the edge of the active area 
of the sensor to provide a DC connection for electron-current 
draining. The AC-LGAD design can be easily adapted to any 
detector geometry because segmentation can be achieved 
using AC pads of any shape.

To meet the spatial-resolution requirement and study the 
performance of the detector, three types of strip sensors 
with pitch (strip) sizes of 100 (50) μm , 60 (40) μm , and 
45 (30) μm were designed for the DarkSHINE experiment, 
where the strip size refers to the width of the metal strips 
and electrodes. Two batches of wafers of AC-LGAD strip-
sensor prototypes were produced by the Institute of Micro-
electronics of the Chinese Academy of Sciences, based on 

the AC-LGAD technology designed by the Institute of High 
Energy Physics of the Chinese Academy of Sciences (IHEP). 
They are referred to as the wafer-11 and wafer-12 sensors 
hereafter. The n+ doses of these two wafers are 0.01 P and 
10 P, respectively, where P is the unit of phosphorus dose 
defined for the AC-LGADs. Further details are available 
in [31]. Figure 3 shows a design drawing and photograph of 
the fabricated AC-LGAD strip-sensor prototype. The sensor 
size is 3638 μm × 3638 μm and each metal strip has a length 
of 2000 μm . The sensors have three rings (from the outside 
to the inside): the outer ring, guard ring, and DC ring. The 
sensors have a 50 μm epitaxial layer and 725 μm substrate.

This study presents the performance tests of the 
AC-LGAD prototype strip sensors with pitch (strip) sizes 
of 100 (50) μm . Their electrical characteristics are studied 
using a probe station, and the measurements are presented 
in Sect. 2. The sensors were tested using a laser source to 
measure their position-reconstruction and spatial-resolution 
performances. Further details are presented in Sect.  3. 
The timing performance is also tested, and the results are 
presented in Sect. 4.

2  I–V and C–V performance test

Performance tests for both the I–V and C–V characteris-
tics are conducted within the probe station in a clean-room 
infrastructure at Shanghai Jiao Tong University. The sensor 
is placed on the surface of the chunk in the probe station, 
and a significant bias voltage is applied to the chunk. The 
guard ring of the sensor is continuously grounded during the 
test to guarantee the integrity of the test conditions. For the 
C–V curve measurement, a dedicated four-channel (low cur-
rent (LC), low potential (LP), high current (HC), and high 
potential (HP)) high-voltage adapter is connected in parallel 
between the sensor and LCR meter [41]. This setup effec-
tively regulates the voltage to maintain it within a safe oper-
ating range, thereby safeguarding the equipment and ensur-
ing accurate measurements. Following the recommendations 
of RD50 [42], the LCR meter is operated at a frequency 
of 10 kHz to enhance the reliability and consistency of the 

Fig. 2  (Color online) Left: Schematic of a section of a single-pad standard LGAD. Right: Schematic of a section of a segmented AC-LGAD sen-
sor [40]. The schematics are not to actual scale
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results. The sensor must be kept in a dark-room environment 
without interference from any external light source during 
the entire measurement period to reduce the light-induced 
leakage current.

2.1  Current–voltage measurement

The measured I–V performance of wafer-11 and wafer-
12 is shown in Fig. 4. A plateau current for wafer-11 is 
observed below 1 nA, whereas for wafer-12, the current 
reaches 100  nA. Additionally, the breakdown voltage 
( VBD ), defined as the reverse bias voltage applied when 
the leakage current reaches 500  nA, is approximately 
380 V (185 V) for the wafer-11 (wafer-12) sensors under 
room-temperature conditions ( 25◦C ). This discrepancy in 
performance is attributed to the small variance in the gain-
layer dose between the two wafers. In addition, wafer-12 is 
carbon doped for radiation resistance, which leads to a larger 
leakage current under the same bias voltage compared to 
wafer-11.

The investigation is further extended to the temperature 
dependence of the I–V performance, as shown in the left 
plot of Fig. 5. The I–V curves are recorded at different tem-
peratures: ( 5◦C ), ( 15◦C ), ( 25◦C ), and ( 30◦C ). A discernible 
trend emerges wherein both the current and VBD increase 
with increasing temperature, which is attributed to the aug-
mented thermal motion of the electron-hole pairs. Conse-
quently, this observation necessitates prudent consideration 
when setting the working voltage of the wafer-11 (wafer-12) 
sensors below 350 V (150 V), ensuring optimal operational 
parameters. Finally, the consistency of the n+-doping distri-
bution within the active region of the AC-LGAD sensors is 
checked. As shown in the right plot of Fig. 5, small varia-
tions in the leakage current are observed, minutely shifting 

according to the specific position of the sensor on the wafer 
owing to the inherent nonuniformity in doping.

2.2  Capacitance–voltage measurement

The capacitance–voltage (C–V) curves provided valuable 
insights into the operational characteristics of the multi-
plication layer embedded within the AC-LGAD sensors. 
These sensors are tested under standard room-temperature 
conditions, with the applied bias voltage scanned in pre-
cise 1 V increments. The graphical representation shown 
in the left plot of Fig. 6 presents a comprehensive display 
of the measured C–V curves for one wafer-11 sensor and 
three distinct wafer-12 sensors, offering a detailed exami-
nation of their performance. Similarly, the right plot of 

Fig. 3  (Color online) Left: Design of the AC-LGAD strip sensor for the DarkSHINE experiment. Right: Image of the silicon strip sensor under a 
microscope (size of 3638 × 3638 μm)

Fig. 4  (Color online) Current–voltage performance of two AC-LGAD 
sensors from wafer-11 (blue) and wafer-12 (red)
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Fig. 6 shows the corresponding 1∕C2 curves, offering a 
deeper understanding of the underlying dynamics.

No discernible deviations are observed in the C–V 
curves, which implies that the small nonuniformity in dop-
ing across the wafers has a negligible impact on the overall 
junction capacitance. The distinctive features exhibited by 
the 1∕C2 − V  curves, which show two plateaus, are nota-
ble. These plateaus serve as key indicators for identifying 
parameters such as the gain-layer depletion voltage ( VGL ) 
and full-depletion voltage ( VFD ) through analysis of the 
1∕C2–V curves. VGL , the turning point where the 1∕C2 − V  
curves commence their ascent after the initial plateau, is 
intricately linked to the peak of the n+-doping density. 
For the wafer-11 and wafer-12 sensors, VGL is estimated 
to be approximately 20 V and 24 V, respectively, signaling 
the complete depletion of their gain layers. However, VFD , 
which marks the voltage at which the curves plateau after 
reaching full depletion, provides insights into the sensor 
behavior. Following the depletion of the gain layer, the 
slopes of the curves for both the wafer-11 and wafer-12 
sensors exhibit great similarity owing to their identical 
bulk resistivity.

The observed stabilization of VFD at approximately 40 V 
for both the wafer-11 and wafer-12 sensors demonstrates 
their consistent behavior despite potential manufacturing 
variations. This result not only improves our understanding 
of the complex dynamics governing sensor behavior, but 
also provides a basis for optimizing fabrication processes 
across different operational conditions and applications.

3  Position‑reconstruction 
and spatial‑resolution test

The position reconstruction performance of the silicon-strip 
detector is key to the DarkSHINE experiment. These aspects 
are investigated using a laser system with precisely defined 
positions. This section provides detailed documentation of 
the experimental setup, methods employed for position-
reconstruction and spatial-resolution determination, and the 
evaluation techniques utilized.

Fig. 5  (Color online) Left: Current–voltage temperature dependency of wafer-12 sensors. Right: Curves with different colors represent sensors 
from different positions on the wafer; R indicates the row and L indicates the column of the sensor

Fig. 6  (Color online) Capacitance–voltage and 1∕C2 − V  curves of the prototype strip sensors measured at room temperature. The curve of one 
wafer-11 sensor is shown in blue. The curves of sensors from different positions on wafer-12 are shown in yellow, green, and red
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3.1  Measurement setup

A laser beam was used as a signal source to explore the spa-
tial resolution of the AC-LGAD sensor. The experimental 
setup is shown in the left plot of Fig. 7, and the plot on the 
right shows an image of the readout PCB board used in this 
study. In this setup, four contiguous strips on the sensor are 
tested using a transient current technique (TCT) platform, 
all of which are bonded to a specialized four-channel readout 
PCB board using aluminum wires. The wire-bonding loca-
tions are shown in Fig. 8. This particular four-channel read-
out PCB board was developed and manufactured at IHEP 
based on the design principles of a single-channel readout 
board originally crafted by the University of California 
Santa Cruz [43]. A high-speed SiGe transistor with a trans-
impedance of approximately 470 Ω is used as the inverting 
amplifier on this board. This amplifier is followed by an 
external commercial amplifier with 10× voltage gain for 
each readout channel. As part of the experimental protocol, a 
bias voltage is applied through the back of the sensor, while 
the guard ring remains grounded. The operational voltage is 

set to −350 V ( −150 V) for the wafer-11 (wafer-12) sensor, 
which is aligned with the specific characteristics observed in 
the I–V curve, as described in Sect. 2.1. Notably, this study 
confines its investigation to the 100 μm pitch design.

The laser is operated at a precise wavelength of 1064 
nm, emitting pulses with a narrow width of 7.68 ps and 
frequency of 21.9 MHz. Its focused spot, which meas-
ures approximately 6 μm in diameter, can be dynamically 
maneuvered along both the x- and y-axes, facilitated by a 
sophisticated three-dimensional translation platform with 
an impressive positional accuracy of approximately 1 μm . 
To emulate the occurrence of single-photon events, an 
attenuator is positioned above the sensor, which reduced 
the energy of the laser beam to only 0.32% of its original 
intensity. The initiation of the signal transmission is syn-
chronized with a pulse generated by the laser, subject to 
a potential trigger-time deviation of approximately 15 ps. 
Following amplification, the resultant signal pulses captured 
from the four wire-bonded strips are recorded using a state-
of-the-art digital oscilloscope. This oscilloscope exhibits 

Fig. 7  (Color online) Equipment and wiring setup for the position test. Left: schematic diagram of the laser TCT platform. Right: picture of sen-
sor bonded to a four-channel readout PCB board using aluminum wire

Fig. 8  (Color online) Left: Schematic of sensor strips. Two lines 
along the x coordinate indicate the paths along which the laser spot 
moves. C1–C4 represent the locations on the four strips wire bonded 

for the signal readout. Right: Waveforms of one trigger event. The 
yellow, red, blue, and green curves represent the four readout chan-
nels corresponding to C1, C2, C3, and C4, respectively
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a remarkable sampling rate of 20 giga-samples per second 
(Gs/s) and bandwidth of 1 GHz.

The coordinate system of the measurements is established 
as follows: the x-axis is set perpendicular to the sensor strip, 
whereas x = 0 is set at the center of the gap between C1 
and C4. The y-axis is set parallel to the sensor strips. The 
movement of the laser spot occurs with a precise step size 
of 2 μm , traversing along the x-axis in both the positive and 
negative directions relative to the strips, denoted as line-1 
and line-2 in the left plot of Fig. 8, respectively. This adjust-
ment facilitates the exploration of the variations in the sig-
nal waveform caused by the y position of the laser spot. 
To ensure a comprehensive analysis, a fixed separation of 1 
mm is maintained between line-1 and line-2. This deliberate 
configuration enables scrutiny of the vertical impact of the 
laser spot on the signal waveform, with the y coordinate held 
constant throughout the measurement process. Each laser 
pulse triggers the oscilloscope approximately 1300 times 
during the data-acquisition phase. Within each triggered 
event, the oscilloscope captures four distinct signal pulses, 
each of which is represented by discernible peaks in the right 
plot of Fig. 8. Typically, these signal waveforms exhibit a 
narrow width of 1 ns. The amplitudes of these peaks vary 
depending on the spatial relationship between the readout 
strips and laser spot. Specifically, peaks of opposite polar-
ity arise because of the migration of electrons within the 
n+ layer toward the sensor periphery, as elaborated in prior 
research [40].

3.2  Position reconstruction and spatial resolution

The precise localization of the incoming signal, also 
known as the center of the laser spot, is regulated by a 

sophisticated three-dimensional translation platform with 
an impressive accuracy of up to 1 μm . The platform has a 
complex system of sensors and actuators that allow each 
movement to be performed with high precision. It tracks the 
charge depositions reconstructed from four distinct readout 
strips, with each deposition directly proportional to the 
spatial separation between the strips and the actual position 
of the signal. Consequently, the system capitalizes on any 
amplitude imbalance among the four adjacent readout strips 
to reconstruct the signal position with remarkable precision.

The plot on the left of Fig. 9 shows the average of the 
maximum amplitudes gathered by all the triggers at each 
step, providing insight into the signal strength across 
each channel corresponding to its position. This graphical 
representation serves as a window into the intricate dynamics 
within the system, offering a visual narrative of the journey 
of the signal from inception to detection. Additionally, the 
plot on the right of Fig. 8 shows a granular view of the 
signal collected by a single trigger at a specific location. The 
intricate movement of the photons and electrons is captured 
in detail, revealing the nuances that underpin the system 
operation. Notably, as the distance between the readout strip 
and laser spot increases, the signal amplitude decreases. This 
decline is further exacerbated when the laser spot encounters 
shading from the metal strips, causing the collected charge 
or signal amplitude to decrease to zero. Consequently, the 
rate of change in the signal amplitude reaches a turning point 
characterized by local maxima or minima at the periphery of 
the metal strips. The precise position of x = 0 is determined 
as the midpoint between the adjacent local maxima and 
minima, which is a feature of mathematical ingenuity that 
underscores the sophistication of the system. Leveraging this 
determined position as the central reference point, a range of 

Fig. 9  (Color online) Left: Average maximum amplitudes with 
respect to the x coordinate, while x = 0 is set to be at the center of the 
gap where the laser hits. The absolute value of amplitudes after nor-
malization are shown in the plot. Cyan-highlighted areas are selected 
for data analysis. Yellow-highlighted areas represent silicon gaps. All 
curves are measured with line-1 of the wafer-12 sensor. Right: Frac-

tion of the maximum amplitude of each readout channel, averaged 
over all triggered events. Linear fits are applied to each fraction, as 
shown in the colored dashed lines. The yellow, red, blue, and green 
curves represent the four readout channels C1, C2, C3, and C4 of the 
oscilloscope, respectively
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25 μm is meticulously selected both before and after x = 0 
to compute the signal fraction with the highest accuracy and 
precision. This approach to data analysis ensures that every 
datapoint is scrutinized with care and attention to detail, 
befitting a scientific endeavor of this caliber.

A simplified linear model [44] that forms the basis for 
reconstructing the signal position assumes that the signal 
on each pad undergoes a linear decrease in intensity as the 
distance from the point of particle incidence increases. 
This linear model, while straightforward, offers a practical 
framework for understanding the signal behavior. In the 
context of strip sensors, where positional information is 
captured along a single dimension, typically recorded by four 
strip sensors, the complexity of signal analysis is simplified. 
As illustrated in the plot on the right of Fig. 8, the concept 
of signal fraction emerges, which is defined as the ratio of 
the maximum and minimum amplitudes detected on each 
channel to the minimum amplitude across all channels. By 
defining this fraction, the model further refines its predictive 
capacity, enabling the estimation of the positional variations 
within each strip. Therefore, we postulate that the signal 
fraction across each strip exhibits a linear relationship with 
the spatial distance from the impact point, which contributes 
to the effectiveness of the overarching linear model in 
reconstructing the signal position. The relationship between 
the impact position and signal fraction of each strip can be 
expressed as:

where x is the impact position, fi is the signal fraction of 
each channel, �i is the signal fraction of each channel at 
x = 0 , and �i is the rate of change in the signal fraction of 
each channel with respect to the impact position. We set 
x = 0 at the center of the gap between C1 and C4. This is 
achieved by determining the edges of the metal strip after 

x = (fi − �i)∕�i, i = 1, 2, 3, 4,

deriving the signal distribution for each channel. The plot 
on the right of Fig. 9 shows the fraction of the maximum 
amplitude of each readout channel as a function of x, which 
is computed as follows:

where Ai
max

 is the maximum amplitude of each channel for 
a given x. A linear function is then used to fit the amplitude 
fraction of each channel. Therefore, four x values can be 
obtained from the fit function for any given event with the 
measured amplitude fraction (f1, f2, f3, f4) , and the average of 
(x1, x2, x3, x4) is considered as the reconstructed laser-spot 
position.

At each specific position within the experimental setup, 
the measurement process is repeated a significant number of 
times, exceeding 1000 iterations. Subsequently, the statisti-
cal average of these measurements is computed, serving as 
the basis for determining the reconstructed positions. In the 
plots on the left of Fig. 10, a comprehensive distribution 
illustrating the reconstructed x coordinates is shown for a 
designated test position located at x = 0 μm . Notably, the 
distribution is characterized by two distinct curves, denoted 
by red and blue, which represent the positions derived from 
Gaussian fitting and reconstruction, respectively. Upon sub-
jecting this distribution to a Gaussian-fit analysis, the mean 
value of -0.88ţm emerges as the determined reconstructed x, 
remarkably proximal to the actual x = 0 μm position. More-
over, the standard deviation computed at 9.63 μm via Gauss-
ian fitting is indicative of the attained spatial resolution. The 
process of repeating measurements at various positions with 
the laser spot traversing the sensor surface yields a series of 
reconstructed positions, as shown in the plot on the right 
of Fig. 10. The reconstructed x-coordination positions are 
represented by blue and red dots, meticulously compared 

fi =
Ai
max

A1
max

+ A2
max

+ A3
max

+ A4
max

, i = 1, 2, 3, 4,

Fig. 10  (Color online) Left: Distribution of the reconstructed x coor-
dinate for actual laser-spot position at x = 0 μm . The red curve shows 
a Gaussian fit to the distribution. Right: Reconstruction results of the 

two sensors from wafer-11 and wafer-12. The dashed line ( y = x ) rep-
resents the actual laser-spot position. The results of the wafer-12 sen-
sor are shifted up by 30 μm for better demonstration
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with the true laser-spot positions delineated by dashed lines 
corresponding to wafer-11 and wafer-12. Impressively, these 
reconstructed positions exhibit a high degree of conformity 
with the true positions, affirming the reliability and accuracy 
of the methodology employed.

A comprehensive and detailed analysis of the position-
resolution measurement and its standard deviation is pre-
sented in Fig. 11, which provides valuable insights into the 
intricacies of this aspect. The left plot of Fig. 11 shows a 
nuanced depiction of the spatial resolution relative to x, 
exhibiting a significant range of variance spanning from 
6.5 μm to 8.2 μm for wafer-11 and extending from 8.8 μm 
to 12.3 μm for wafer-12, respectively. This notable dispar-
ity in resolution underscores the superior performance of 
the wafer-11 sensor in comparison with wafer-12. This is 
largely attributable to the markedly lower n+ dose (0.01 P) 
administered to wafer-11, as opposed to the 10 P dose allo-
cated to wafer-12. Furthermore, the spatial resolution dem-
onstrates a discernible decline toward the periphery of the 
gaps, as illustrated in the right plot of Fig. 11. This decrease 
in resolution can be ascribed to the inherent instability of the 
signal fraction as the laser spot approaches the metal strips, 
which introduces a variable that affects the precision of the 
measurements. Moreover, a subtle incongruity between the 
line-1 and line-2 measurements becomes apparent, primarily 
stemming from a similar phenomenon. The augmentation of 
readout channels is anticipated to ameliorate the reliance on 
spatial resolution and its standard deviation concerning the 
x-coordination, representing an avenue warranting thorough 
exploration in subsequent investigations and analyses.

4  Timing performance

The time performance of detectors based on the LGAD 
and AC-LGAD technologies is a critical aspect of their 
characterization, particularly in applications with high 
pile-up conditions. This was considered for the high-
granularity timing detector of the ATLAS experiment and 
endcap timing layer of CMS experiment. Before and after 
hardness radiation, timing resolutions of 30 ps and 50 ps 
were achieved for the ATLAS high-granularity timing 
detector [32]. In the DarkSHINE experiment, the timing 
information was beneficial for the separation of multitrack 
and multi-interaction events. Thus, the timing resolution of 
the wafer-11 and wafer-12 sensors is studied and documented 
in this section.

The time performance of the AC-LGAD sensor is 
influenced by various factors, including the charge-collection 
time, transit-time spread, electronic noise, and intrinsic 
response of the sensor material. A systematic approach is 
employed to assess the time performance of the detector 
using pulsed-laser systems that emit photons with well-
defined arrival times. The laser power is attenuated to mimic 
the charge deposition from a minimum-ionizing particle 
crossing the sensor under test, and the corresponding charge 
injection is considered uniform. In this case, The Landau 
fluctuation of the charge deposition along the path of the 
injected particle is assumed to be negligible. Therefore, the 
measured time resolution in the following text is dominated 
by the time-walk and jitter effects.

In accordance with the elucidation provided in Ref. [31], 
determination of the laser arrival time (herein referred to as 
tarrive in the context of this study) entails a comprehensive 
expression derived from the averaging of the cross-threshold 

Fig. 11  (Color online) Left: Distribution of spatial resolution with 
respect to x coordinates. The blue and red marks represent the recon-
structed position for the wafer-11 and wafer-12 sensor, respectively. 
The circle represents the measurement from line-1, and the triangle 

represents the measurement from line-2. Right: Distribution of the 
standard deviation of the signal fraction with respect to the x coor-
dinate
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time across four contiguous strips. This mathematical aver-
aging is represented as

where each ti term corresponds to the cross-threshold time 
of the Ci-th strip meticulously calibrated against a threshold 
level set at 30% of the rising edge, which is discerned from 
the waveform associated with the triggered event. Before the 
data analysis, the pedestal shapes are subtracted from the 
waveforms in each channel. Notably, the determination of the 
laser arrival time may undergo subtle shifts influenced by the 
inherent time performance of the strip sensors (designated as 
�time ) and the intrinsic variability inherent in the trigger start 
time (referred to herein as �t0 ). To mitigate these factors, 
the distribution of (t1 + t2 − t3 − t4)∕4 is used to evaluate 
the time performance of the sensors instead of tarrive . This 
judiciously chosen analytical approach thereby facilitates 
a comprehensive and nuanced evaluation of the time 
performance intricately associated with the strip sensors, 
particularly when the laser, in its trajectory, dynamically 
interfaces with the inter-strip gap region demarcated 
between C1 and C4, as visually depicted and elucidated in 
detail within the illustrative framework presented in Fig. 8 
and meticulously appended to enhance clarity and visual 
comprehension. The standard deviation of this distribution 
is used to quantify the time performance:

As an example, the plot on the left of Fig. 12 illustrates 
the distribution analysis of expression (t1 + t2 − t3 − t4)∕4 
for the wafer-11 sensor positioned at x = 0 μm in the line-1 
measurement. An examination reveals the inherent vari-
ability in the performance characteristics of these sensors. 
Specifically, it provides insights into the temporal dynamics 

tarrive = (t1 + t2 + t3 + t4)∕4,

�time = �(t1+t2−t3−t4)∕4.

represented by the aforementioned expression, highlighting 
the subtle differences in their behavior at this particular 
spatial location. Notably, the measured time performance 
stands at 9.1 ps (11.3 ps) for the wafer-11 (wafer-12) sensor 
configuration at x = 0 μm . The plot on the right of Fig. 12 
shows a more complete analysis considering all triggered 
events within both the line-1 and line-2 measurements. The 
average time performance is 8.3 ps (11.4 ps) for the wafer-11 
(wafer-12) sensor combination. This assessment underscores 
the precision and reliability of the employed measurement 
techniques, offering a robust understanding of the temporal 
intricacies inherent in these sensor configurations. More-
over, these findings are consistent with those reported in 
Ref. [31], which reaffirms the validity and reproducibility of 
the experimental outcomes, thereby augmenting confidence 
in the observed results and their broader implications within 
the domain.

5  Conclusion

In summary, our investigation into the development and 
evaluation of the LGAD for the tracking system of the 
DarkSHINE experiment represents a significant leap for-
ward in the field of particle-physics research. With the 
overarching goal of probing the mystery of dark matter 
by detecting dark photons and their invisible decay signa-
tures, the DarkSHINE experiment requires cutting-edge 
technology capable of unprecedented precision and sen-
sitivity. In this study, we detailed the design and perfor-
mance evaluation of LGAD-based sensor modules to meet 
the stringent requirements of the DarkSHINE experiment. 
These modules were rigorously examined to assess their 

Fig. 12  (Color online) Left: Distribution of (t
1
+ t

2
− t

3
− t

4
)∕4 con-

cerning the wafer-11 sensor, line-1, positioned at x = 0 μm . Right: 
Distribution of time performance with respect to x coordinates. The 
blue and red marks represent the time performance of the wafer-11 

and wafer-12 sensor, respectively. The circle represents the measure-
ment from line-1, and the triangle represents the measurement from 
line-2
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electrical characteristics and position-resolution and tim-
ing-measurement capabilities.

The successful fabrication of the two wafer-based 
sensor modules underscores the viability and scalability 
of AC-LGAD technology for high-precision tracking 
applications. Thorough testing of these modules revealed 
exceptional electrical performance, as evidenced by their 
stable I–V and C–V characteristics. Electrical reliability 
is crucial for ensuring the consistent and accurate 
operation of the tracking system under varying conditions. 
Furthermore, our experimental analyses demonstrate the 
outstanding position resolution achieved by the sensor 
modules. The range of spatial resolutions was 6.5 μm ∼ 
8.2 μm and 8.8 μm ∼ 12.3 μm for the wafer-11 and wafer-
12 sensors, respectively. The typical sensor-response 
time was approximately 1  ns. The wafer-11 sensor 
delivers better spatial resolution because of the smaller 
n+ dose. Both the wafer-11 and wafer-12 sensors satisfied 
the requirements the DarkSHINE experiment. This 
level of precision enables the detection and localization 
of particle interactions with unprecedented accuracy, 
enhancing the ability of the experiment to discern 
subtle signals indicative of dark matter interactions. The 
timing-measurement resolutions of the sensors were 
8.3 ps (11.4 ps) for the wafer-11 (wafer-12) sensor. The 
precise timing resolution achieved by the sensor modules 
facilitated the reconstruction of event sequences with high 
fidelity, further enhancing the sensitivity of the experiment 
to rare and elusive phenomena.

In conclusion, the findings presented in this study 
represent a significant step forward in the development of a 
tracking system for the DarkSHINE experiment. The use of 
AC-LGAD technology has achieved notable performance, 
enhancing the sensitivity and discovery potential of the 
experiment in the search for light dark matter candidates. 
Future research and continued refinement of the tracking 
system are important for advancing our understanding of 
the dark sector of the universe.
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