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Abstract
Cosmic-ray muons are highly penetrating background-radiation particles found in natural environments. In this study, we 
develop and test a plastic scintillator muon detector based on machine-learning algorithms. The detector underwent muon 
position-resolution tests at the Institute of Modern Physics in Lanzhou using a multiwire drift chamber (MWDC) experimen-
tal platform. In the simulation, the same structural and performance parameters were maintained to ensure the reliability of 
the simulation results. The Gaussian process regression (GPR) algorithm was used as the position-reconstruction algorithm 
owing to its optimal performance. The results of the Time Difference of Arrival algorithm were incorporated as one of the 
features of the GPR model to reconstruct the muon hit positions. The accuracy of the position reconstruction was evalu-
ated by comparing the experimental results with Geant4 simulation results. In the simulation, large-area plastic scintillator 
detectors achieved a position resolution better than 20 mm. In the experimental-platform tests, the position resolutions of 
the test detectors were 27.9 mm. We also analyzed factors affecting the position resolution, including the critical angle of the 
total internal reflection of the photomultiplier tubes and distribution of muons in the MWDC. Simulations were performed 
to image both large objects and objects with different atomic numbers. The results showed that the system could image 
high- and low-Z materials in the constructed model and distinguish objects with significant density differences. This study 
demonstrates the feasibility of the proposed system, thereby providing a new detector system for muon-imaging applications.
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1  Introduction

Muons are fundamental particles with a spin of 1/2 and a 
mass that is approximately 207 times that of an electron. 
When cosmic-ray particles collide with atmospheric mol-
ecules, they produce a large number of secondary parti-
cles, including pions ( � mesons) and kaons (K mesons). 
These mesons decay into muons over a short period, which 
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continue to propagate and reach the Earth’s surface [1, 2]. At 
sea level, muons exhibit a continuous energy spectrum with 
an average energy of approximately 3–4 GeV. They possess 
an extremely high penetrating power, enabling them to pass 
through the Earth’s atmosphere and penetrate several kilo-
meters into the Earth’s crust [3, 4]. Based on this property, 
muon imaging has been applied in geological exploration 
and other applications [5, 6]. In recent years, research on 
the use of muons for noninvasive imaging applications has 
expanded [7], and muon-imaging techniques can be clas-
sified into muon transmission, muon multiple scattering, 
and muon and its secondary particle imaging. Transmission 
imaging is based on the flux change of the muons after they 
pass through a material. Alvarez first used this technique in 
1970 to discover new chambers inside a pyramid [8]. Sub-
sequently, this method has been widely applied to volcano 
studies [9], underground tunneling [10], hydrogeological 
research [11], and the exploration of unknown structures 
within the Cheops Pyramid [12]. Multiple-scattering tomog-
raphy, which calculates the variation in the scattering angle 
in the same muon trajectory to infer the atomic composition, 
was first proposed and used by the Los Alamos National 
Laboratory in the USA to identify high-Z materials in a short 
time [13]. Subsequently, muon tomography was applied in 
areas such as customs container inspection [14], nuclear-
material monitoring [15], and spent-fuel regulatory man-
agement [16]. The imaging of muons and their secondary 
particles involves utilizing information carried by neutrons, 
electrons, and gamma rays generated through the interaction 
of muons with matter. Mrdja et al. proposed a new imag-
ing method that used muons and their secondary particles 
[17, 18]. Muon imaging of low-Z materials was achieved 
for the first time by experimentally reconstructing a three-
dimensional image of a bovine femur. A related study was 
also conducted by a research team at the University of South 
China [19, 20]; they theoretically proposed a new method 
of 4D imaging using a conformal detection technique for 
cosmic-ray muons and their secondary particles. However, 
muon-imaging technology faces several challenges in practi-
cal applications. For example, achieving a larger detection 
area and faster track positioning is difficult while maintain-
ing good resolution accuracy.

Machine learning has been increasingly applied in the 
field of muon imaging as a novel approach [21, 22]. In par-
ticular, for the application of muon hit-position estimation 
[23], this method involves training on a large-scale database 
to learn the response characteristics of detectors and trans-
mission rules of muons within detectors [24]. Compared to 
traditional methods, machine learning can achieve a higher 
reconstruction accuracy, making it a promising technology 
with significant potential in the field of muon imaging.

Currently, detectors capable of muon-track localization face 
certain issues and inconveniences. Common muon detectors 

include scintillator strip detectors with wavelength-shifting 
(WLS) fibers [25], micropattern gas detectors [26–28] (such 
as micromegas detectors, gas electron multiplier detectors, and 
multiwire drift chambers (MWDCs), etc.), and nuclear-emul-
sion detectors [29]. Among these three types, gas detectors 
have relatively complex structures, leading to high manufac-
turing costs and stringent process requirements. The imag-
ing method for nuclear-emulsion detectors provides no tim-
ing information and requires the replacement of the emulsion 
films after each use. The scintillator strip detector uses WLS 
fibers to guide the scintillation photons generated by the cor-
responding position of the scintillator strip to the photodetector 
devices for detecting and recording the position of the muons. 
Scintillator strips can be classified into rectangular and tri-
angular strips, and the precision of the detector is limited by 
the number and size of the scintillator strips. To achieve high 
precision, this system requires a large number of scintillator 
strips, a corresponding number of photodetector devices, and a 
high level of craftsmanship to ensure perfect coupling with the 
WLS fibers. Consequently, the cost of the system is high, and 
the calibration process is time consuming. These limitations 
restrict the practical application of existing muon detectors, 
and several research teams in China are currently conduct-
ing further studies to address this issue [30–32]. For example, 
a team at the Institute of Modern Physics, Lanzhou, used a 
multiwire proportional chamber to verify a new TOF detector 
scheme that couples undivided large-area plastic scintillators 
with photomultiplier tubes (PMTs). They achieved a positional 
resolution of 48 mm [33].

In this study, we propose a novel design for a muon-detec-
tion system. It utilizes a nonsegmented large-area plastic 
scintillator directly coupled to fast PMTs at the four corners 
of the scintillator panel. The muon hit positions are recon-
structed using a combination of machine-learning algorithms 
and Time Difference of Arrival (TDOA) algorithms. This 
approach simplifies the device stacking on the detector panel, 
has a large detection area, is capable of covering more than 
one square meter in future developments, and requires only a 
small number of electronic circuits, resulting in cost reduction. 
Furthermore, this system offers the advantages of a simple and 
easy-to-build structure, minimal electronic components, and 
convenient portability. Based on the analysis of the results, this 
system achieves the reconstruction of the muon hit points and 
trajectories. In addition, by utilizing scattering-tomography 
techniques, the system achieves the image reconstruction of 
different density models.
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2 � Detector system configuration

2.1 � Simulation parameters of detector system

2.1.1 � Detector geometry design

Three  components  were  s imula ted  based on 
GEANT4.10.6p-03 software, as shown in Fig. 1. Figure 1a 
shows the structural model of a single detector. The mate-
rial structure of an EJ-200 plastic scintillator was used 
as a reference. The dimensions of the model were set to 
800 mm × 800 mm × 50 mm, and the material was filled 
with molecules with a chemical formula of C9H10 , density 
of 1.023 g∕cm3 , scintillation light yield of 10,000 photons/
MeV, and peak emission wavelength of 425 nm. Based on 
the emission spectrum of EJ-200 [34] and the relationship 
between the reflectivity of the reflector layer and collection 
efficiency, a reflector layer with a reflectivity of 0.88 was 
placed on the surface of the plastic scintillator. Assuming 
a wavelength of 425 nm for the scintillation photons in the 
EJ-200 plastic scintillator, the estimated velocity (v) was 
approximately 0.633c. PMTs were constructed at the four 
corners of the detector field for response simulation. The 
effective diameter of the photocathode was set as 46 mm. 
As shown in Fig. 1b, two sets of track-detector modules 
were positioned separately at the top and bottom of the 

object under investigation. This arrangement enabled 
muon-scattering imaging based on the varying scattering 
angles of the tracks.

2.1.2 � Basic performance simulation

The incident particle source was generated using an inde-
pendent particle-source library (CRY) [35]. Owing to the 
inherent incident angles of natural muons, to determine the 
muon trajectory, an incident muon was recorded, and the 
data of the response photons collected by PMTs were ana-
lyzed only when a signal response was observed from both 
layers of detectors.

The dimensions and optical parameters of the detector 
model components considered in the simulation were as fol-
lows. EJ-200 had a refractive index of 1.58. Based on the 
relationship between reflectance and efficiency shown in 
Fig. 1a, the reflective foil was modeled as an additional vol-
ume located 0.1 mm away from the scintillator surface to 
enhance the light collection on the PMT photocathode. To 
simulate the actual conditions of the PMT window, as shown 
in Fig. 1c, a thin volume (0.2 mm thick) of the optical-cou-
pling material is defined with silicon grease with a refractive 
index of 1.47. The area conversion from the square scintil-
lator-end face (area S1 = 25 cm2 ) to the PMT sensitive-area 
surface (area S2 = 21.16 cm2 ) and the coupling effects 
between the scintillator and PMT must be considered. The 

Fig. 1   (a) Single-layer detector and material parameters. (b) Muon-scattering imaging system. (c) Basic performance simulation
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cr itical angle for the total internal ref lection 
�c = sin−1
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)
 was calculated as 68.5◦ . The lower 

half of Fig. 1c illustrates the method based on the Geant4 
simulation and PMT response-function measurements. This 
method involves recording the time at which each photon 
reaches the PMT, obtaining the distribution of photon-
arrival times at the PMT photocathode, and using a photon 
response function to obtain simulated pulse signals [36]. 
When a single photoelectron arrives at the photocathode, the 
PMT generates a pulsed signal. The pulse waveform of a 
single photoelectron was simulated using the following time 

response function [37]: v
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 , where G is the 

gain of the PMT, Ce represents the charge-to-voltage 

conversion factor, and � represents the time constant of 2.5 
ns, which is the rise time of the PMT detector. Because the 
arrival time of each photoelectron at the PMT is different, 
the simulated output signal of the PMT is obtained by sum-
ming the pulse waveforms of individual photoelectrons, as 
follows: VPMT(t) =

∑n

i=1
vi(t).

2.2 � Experimental platform and data acquisition

To ensure the validity and feasibility of the simulation 
results, we conducted position-resolution tests on the plas-
tic-scintillator read out at the four corners using an MWDC 
experimental platform at the Institute of Modern Physics in 
Lanzhou, as shown in Fig. 2a. The testing platform com-
prised two layers, upper and lower multiwire drift chambers, 

Fig. 2   (Color online) (a) Experimental testing platform. (b) Electronic data acquisition and readout. (c) Muon signal and real-time data-acquisi-
tion interface
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which were used to determine the muon hit position and two 
plastic scintillator detectors for signal triggering. The tested 
plastic scintillator detector was placed in the middle of the 
two layers of detectors. Each MWDC had an effective area 
of 400 mm × 400 mm with four layers of anode wires to 
record the information and calculate the muon hit position. 
Because the position resolution of the MWDC was better 
than 300 μm [38], the muon hit position measured by the 
MWDC detector in the experiment was considered as the 
true muon incident position. The tested detector was placed 
in the middle of the platform, and the height of the detector 
above the ground was defined as the z-axis direction, which 
was approximately 48 cm. The principle of this experiment 
was to use the MWDC to measure the position resolution of 
the tested plastic scintillator detector. The system accepted 
and recorded a muon signal only when the trigger signals 
at the upper and lower ends simultaneously measured the 
signal within a specified time and responded. As shown 
in Fig. 2b, the backend electronic data-acquisition system 
recorded the data from the MWDC to determine the real hit 
positions of the muons and the muon signal obtained from 
the PMT, which are shown in the left panel of Fig. 2c. The 
data-acquisition system captures the trigger time and time 
over the threshold when the muon signal hits the plastic 
scintillator detector, enabling the subsequent implementation 
of machine-learning algorithms to reconstruct the muon hit 
position. Real-time signal-acquisition data for the muons are 
shown in the right panel of Fig. 2c. The acquisition inter-
face displayed the number of muons collected per second as 
well as the total data volume and collection duration. Only 
when signals were input into the triggering detector, four-
layer MWDC detector, and test detector simultaneously were 
they recorded as the final data. The average time resolu-
tion obtained from the four-corner readout experiment for 
the tested detector was approximately 312 ps, and this time 
resolution was used in Geant4 simulations as the readout 
response-time resolution.

2.3 � Localization algorithms based on TDOA 
principle

This section proposes a spatial localization algorithm based 
on a hyperbolic curve model [39]. The algorithm uses the 
time differences of the photons reaching the four PMTs as 
information to reconstruct the position of the muon hitting 
the detector. Compared to traditional localization algo-
rithms, the main advantage of this algorithm is that it only 
requires the time differences of photon arrivals at the four 
PMTs to reconstruct the hit position. This simplifies the 
detector structure, eliminating the need for additional trig-
ger signals and “0” time provided by the detection system. 
(In traditional methods, the trigger time needs to be obtained 
through the triggering detector [33], and here, we define the 

starting time of the trigger as “0” time). The fundamental 
principle of this algorithm is that for any point on a hyper-
bola, the difference in the distance from that point to the 
two foci remains constant. For the detector, the positions 
of PMTs were set as the foci. When two sets of different 
hyperbolas intersect, their intersection points represent the 
impact position O of the muon, which is expressed as (X, Y). 
In the coordinate system, the PMT located at the common 
focus is considered the primary position (X0, Y0) , whereas 
the positions of the other PMTs are denoted as (Xi, Yi) , where 
i = 1, 2, 3, ..., n . Using two hyperbolas (three PMTs), the 
detector can obtain the hit position in the plane coordinate 
system. The calculation process is as follows:

The hit position (X, Y, Z) can then be obtained from Eq. (1):

In this equation, Ki = x2
i
+ y2

i
 (for i = 0, 1, 2, 3 ), where Ki 

denotes the square of the distance from each PMT to the 
coordinate origin. The distance between the incident point 
and ith PMT is represented by Ri . Solving for Z in Eq. (3) 
yields the impact position (x, y). Owing to potential timing 
errors in the detectors, the equation may have no solution. 
In such cases, an approximate solution for the impact posi-
tion can be obtained through multiple iterations using the 
least-squares method.

2.4 � Position reconstruction with machine‑learning 
algorithms

2.4.1 � Selection of machine‑learning models

To further improve the accuracy of muon-hit-position recon-
struction, machine-learning algorithms were introduced for 
optimization. Four commonly used machine-learning mod-
els were investigated: Gaussian process regression (GPR), 
support vector machines (SVMs), decision trees (DTs), and 
backpropagation (BP) neural networks. The position coor-
dinates obtained from the localization algorithm described 
in the previous section were included as features in the fea-
ture dataset. The features in this dataset also included the 
peak and start times of the PMT responses obtained from 
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the simulations. A flowchart of the machine-learning models 
is shown in Fig. 3a.

When training a model, data points that exhibit significant 
differences must be selected to improve the generalizability 
of the model. This prevents the training results from being 
biased towards frequently occurring data, thereby ensur-
ing a balanced data distribution and preventing the model 
from becoming ineffective. However, it is crucial to guard 
against overfitting, which can result in a model that performs 
well on the training set but poorly on the test set. To miti-
gate this, a portion of the training data should be randomly 
reserved as a validation set. Using a validation set to tune 
the hyperparameters of the machine-learning model, we can 
avoid overfitting the training set and improve the model’s 
generalizability. Box plots provide a visual representation 
of the dataset’s central tendency, dispersion, and outliers, 
allowing the evaluation of the performance of the machine-
learning algorithms. The box length in a box plot represents 

the dispersion of the data. The median position indicates the 
central tendency of the data, whereas the upper and lower 
quartiles (Q1 and Q3) represent the degree of data disper-
sion. Points outside the box, called outliers, represent data 
values outside the error range.

During the data-training process, the same algorithm 
was used to build models for the x- and y-axis coordinate 
data values separately [24], with the aim of improving the 
accuracy of the model predictions. As shown in Fig. 3b, the 
simulated muons hit the scintillator plate at the marked posi-
tions, and the PMT response data were obtained to create a 
feature dataset. These hit points were spaced 10 mm apart, 
and a total of 5776 known positional data points were used 
to train and validate the model. To mitigate the effects of 
randomness and augment the training dataset, we simulated 
each point five times, resulting in a total of 28880 datasets. 
The test dataset was independent of the training dataset. 
Following the muon-incidence pattern, the muons were 

Fig. 3   (Color online) (a) Training process of the machine-learning 
models. (b) Selection of data points for the training sets. (c) Box 
plots showing the performance of the four machine-learning mod-

els. (d). Average error and residual plots of the validation set for four 
machine-learning models
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randomly incident on the detector field, and the collected 
data were stored as the test set.

The performances of the four machine-learning models 
are shown in Fig. 3c. The box area for the SVM model is 
the largest among the four models, indicating the poorest 
performance. The box area for the BP model falls between 
those of the GPR and DT models, indicating a moderate per-
formance. Both the GPR and DT models have smaller box 
areas; however, the GPR model has fewer discrete points. 
This suggests that among the four models, the GPR model 
exhibits the best performance. To verify whether the models 
were overfitting, a validation set was used to assess their 
performance. Because the dataset was sufficiently large, ran-
domly selecting 350 data points for the validation set did not 
affect the conclusions. The error results of the four machine-
learning models on the validation set are shown in Fig. 3d. 
We used the root-mean-square error as a performance metric 
for the machine-learning model, which amplified the perfor-
mance differences of the model under large errors. The mean 
absolute error was also used to assess the average prediction 
accuracy of the model. Among the four models, the SVM 
model exhibited the largest differences in the residual val-
ues, indicating the worst generalization ability. However, 
the GPR model exhibited a smoother trend and the smallest 
differences in residual values, indicating the best generaliza-
tion ability. The results of the residual plot were consistent 
with those of the box plot, indicating that overfitting did not 
occur and the model performance was reliable. Therefore, 
subsequent research used the GPR model to improve the 
positioning accuracy.

2.4.2 � Position resolution under the GPR algorithm

This section presents the validation of the effectiveness of 
the simulation results by comparing the reconstructed muon-
hit position images obtained in the experiments with those 
generated in the simulations. In the experiment, approxi-
mately 4 × 104 valid muon events were obtained through 
data selection and then divided into training, validation, 
and test sets in a 2 : 1 : 1 ratio. The collected trigger time, 
time over threshold, and values obtained through the time-
difference algorithms were used as the feature library for 
the GPR algorithm. In the simulation, the corresponding 
time information obtained through the Geant4 simulation 
served as the feature library for the GPR algorithm with an 
equal collection of 4 × 104 valid events. The reconstructed 
position results are presented in Fig. 4. The distribution of 
the reconstructed muon positions for the MWDC is shown 
in Fig. 4a, exhibiting a trend of more muons at the center 
and fewer muons at the edges. This is attributed to the pro-
nounced edge effects of the outermost wires in the MWDC, 
which resulted in a lower count of valid muon data near the 
edges after selection. The project also compared the muon 

reconstruction effects of plastic scintillators with three- and 
four-corner PMT readouts, as depicted in the third image in 
Fig. 4a and the first image in Fig. 4b. The results indicate 
that using a three-corner PMT leads to a significant reduc-
tion in the accuracy of position reconstruction at the corner 
because of missing data from the PMT readout of the corner, 
causing a noticeable inward shift of the reconstructed points 
in that region. The position reconstruction results for plastic 
scintillators with four-corner PMT readouts are shown in 
Fig. 4b, where the lower data volume near the edges caused 
by the edge effects of the MWDC detector led to a training 
imbalance in the feature values. Consequently, the recon-
struction results at the edges of the detector were inferior 
to those in the central region. The reconstructed position 
results from the simulations are shown in Fig.  4c. The 
results exhibit a more even distribution of data on the detec-
tor panel, resulting in better position reconstruction overall. 
However, the reconstruction results at the edge positions 
tended to deviate from the actual edges and shifted towards 
the interior. From Sect. 2, we can infer that we have calcu-
lated the critical angle for the total internal reflection on the 
surface of the PMT to be approximately 68.5◦ . Thus, in this 
situation, if the muon impact point is located at the edge of 
the detector, the scintillation light travels the shortest path 
to reach the two adjacent PMTs, exceeding the acceptance 
angle of the PMT photocathode. However, the scintillation 
light that reaches the PMT via a longer path owing to refrac-
tion remains unaffected. This results in a delay in the arrival 
time of the collected scintillation photons at these PMTs 
compared with the actual time. However, the propagation of 
the scintillation light to distant nonadjacent PMTs was not 
affected by this phenomenon. Therefore, the reconstructed 
image tended to bend inward at the edge positions.

The experiment yielded an average error of �x = 20.9 mm 
on the x-axis, �y = 18.6 mm on the y-axis, and an overall 
error of � = 27.9 mm. In the 800 mm × 800 mm position 
reconstruction simulation, the average error on the x-axis 
was �x = 9.6 mm, that on the y-axis was �y = 10.9 mm, and 
the position resolution was � = 14.5 mm.

2.4.3 � Muon‑track reconstruction

To investigate the effectiveness of the reconstruction of the 
muon trajectories in the detector system, as shown in Fig. 5a, 
when the distance between the detector panels changes, the 
corresponding angles vary, where �1max < �2max . Therefore, 
we simulated the reconstruction results for 100 muon tra-
jectories to determine the effective angular resolution of the 
detector in this configuration. The angular distributions of 
the reconstructed trajectories are presented in Fig. 5b.

The muon flux at sea level followed a cos2 � distribution 
relative to the zenith angle. Considering the detector-accept-
ance angles, the detected muon flux relative to the zenith angle 
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exhibited a distribution of 2�I
0
∫ I(�) sin �d� . A comparison 

of this result with Fig. 5b shows that, despite some trajectory 
deviations due to precision errors, the overall distribution of 
muons aligned with the expected pattern within the detector 
structure.

3 � Imaging results

3.1 � Application of PoCA algorithm to scattering 
imaging

Fig. 4   (Color online) Comparison of experimental and simulated 
results. (a) Muon distribution measured by MWDC with muon-hit-
position reconstruction under the three-corner readout for a 400 mm 
× 400 mm effective area. (b) Muon-hit-position reconstruction and 

position resolution obtained under the GPR algorithm for a 400 mm × 
400 mm effective area. (c) Position reconstruction and position reso-
lution under simulation
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In the Point of Closest Approach (PoCA) algorithm, the 
multiple Coulomb scatterings of muons passing through 
the detection material are treated as individual scattering 
events. The muons passing through the detection region 
can be considered to occur at a single point. The muon-
imaging algorithm is implemented based on an imaging 
framework similar to a grid search. In this framework, 
the detection region is divided into small rectangular 
boxes, called voxels. Each voxel is treated as the small-
est unit of investigation for the Coulomb scattering. In 
n-dimensional space, the intersection of the incoming and 
outgoing lines of the muon is considered as the scattering 
point, where Coulomb scattering occurs. In 3D space, the 
incident and exit lines are generally not coplanar; there-
fore, the scattering point is taken as the midpoint of the 
perpendicular line connecting the incident and exit lines. 
Using the muon entrance and exit lines and the scattering 
point, the trajectory of the muon and the voxels it passes 
through may be determined.

3.2 � Scattering imaging results for simple models

To validate the imaging capabilities of the detector system, 
an imaging model was constructed, as shown in Fig. 6. The 
target object consists of tungsten blocks arranged to form 
the letters “u,” “s,” and “c” with the red box representing 
the actual dimensions of the objects. The reconstructed 
image area was 800 mm × 800 mm and the individual pixel 
block area was 4 mm × 4 mm. The incident muon count was 
6 × 107 , which is equivalent to an actual imaging time of 
approximately four days, based on the natural muon flux. 
The imaging results indicate that the system can achieve 
shape differentiation for large high-atomic-number objects. 
However, the boundary positions of the imaged objects 
appeared somewhat blurred; thus, distinguishing the bound-
aries of the tungsten blocks was challenging. However, the 
approximate shapes of the tungsten blocks could be dis-
cerned using a heatmap. Therefore, this system is suitable 
for scatter imaging and can be used to image large objects.

Fig. 5   (Color online) (a) Muon-track reconstruction. (b) Detector receivable angle



	 L. He et al.188  Page 10 of 12

3.3 � Results for complex model

To verify the imaging performance in complex environ-
ments and expand the scope of applications, a complex 

model was constructed, as shown in Fig. 7a. The model 
comprised nine blocks, including three sets of uranium, 
lead, and iron blocks of different sizes (side lengths of 
50, 100, and 150 mm). The distances between blocks with 

Fig. 6   (Color online) Imaging of large objects of different shapes

Fig. 7   (Color online) (a) Schematic of the imaging model. (b) Top view of PoCA scattering chromatography imaging. (c) Three-dimensional 
plot and front view of the trend of the number of PoCA points with the position
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side lengths of 150, 100, and 50 mm were 100, 150, and 
200 mm, respectively.

The imaging results of the complex model are shown 
in Fig. 7b, where the red wire frames represent the actual 
object sizes. From the top view, numerous noise points can 
be observed along the boundary positions of the object 
blocks, resulting in shape deformation. The distance between 
blocks with a side length of 150 mm was indistinguishable. 
The distance between the three blocks with a side length 
of 100 mm was discernible, but the boundaries appeared 
blurred. Low-Z iron with a side length of 50 mm could not 
be effectively imaged. To verify the reconstruction accu-
racy of the method, a 3D trend map was constructed using 
the slice method, as shown in the left panel of Fig. 7c. The 
high-Z material object was effectively discriminated at all 
three distances and exhibited no mixing. However, for low-
Z iron, when the distance between the object block models 
was 100 mm, no clear transition was observed between the 
edge counts of the iron block model and the noise points; 
thus, distinguishing the boundary of the iron model was 
difficult. The trend-change graph of the center position for 
the three sets of objects of different sizes is shown in the 
right panel of Fig. 7c. The results suggest a subtle difference 
among high-Z materials such as lead and uranium. While a 
more pronounced distinction is observed between high- and 
low-Z materials, the system cannot differentiate between 
specific types of high-Z materials. Steep rising and falling 
edges were used as criteria to distinguish the boundaries of 
the models. For objects with a side length of 150 mm, the 
imaging size was approximately 200 mm, resulting in an 
imaging-resolution error of 50 mm. For objects with a side 
length of 100 mm, the imaging resolution was lower.

4 � Conclusion

In this study, we successfully developed and tested a plas-
tic scintillator muon detector using machine-learning algo-
rithms. Conducting experiments at the Institute of Modern 
Physics in Lanzhou, we performed muon-position reso-
lution tests using an MWDC. We evaluated the position-
reconstruction performance of the detector by considering 
a limited detection area in the experimental setup. To show-
case the reconstruction capabilities over a larger area, we 
expanded the detection area to 800 mm × 800 mm in the 
simulations, while maintaining consistent structural and 
performance parameters for a reliable comparison with the 
experimental results. We selected the GPR algorithm for 
position reconstruction and incorporated the TDOA algo-
rithm as a feature in the GPR model. In the simulation, large-
area plastic scintillator detectors achieved a position resolu-
tion better than 2 cm. In the experimental platform tests, the 
position resolution of the test detectors was 27.9 mm. In the 

analysis of the position resolution, we considered factors 
such as the critical angle for total internal reflection in the 
PMT and the distribution pattern of muons on the MWDC. 
Both influence the algorithm model and ultimately affect 
the resolution. Through simulations of the imaging of large 
objects and materials with different atomic numbers, we 
demonstrated the capability of the system to image high- and 
low-Z materials in the constructed model, accurately distin-
guishing materials with significant density differences. The 
image reconstruction of high-Z materials with dimensions 
of 150, 100, and 50 mm achieved a precision of 50 mm, 
satisfying the requirements for rapid imaging. However, dif-
ferentiating between high-Z materials is challenging.

Despite the lower imaging accuracy compared with gas 
detectors such as MWDC or MRPC, our detector system 
exhibited inherent advantages in terms of portability, light-
weight design, and cost-effectiveness. To leverage these 
advantages, we plan to deploy our detector system for imag-
ing large geological objects, such as mines and caves, where 
stringent precision requirements are not essential.
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