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Abstract
In energy-dispersive X-ray fluorescence spectroscopy, the estimation of the pulse amplitude determines the accuracy of the 
spectrum measurement. The error generated by the amplitude estimation of the pulse output distorted by the measurement 
system leads to false peaks in the measured spectrum. To eliminate these false peaks and achieve an accurate estimation of 
the distorted pulse amplitude, a composite neural network model is proposed, which embeds long and short-term memory 
(LSTM) into the UNet structure. The UNet network realizes the fusion of pulse sequence features and the LSTM model real-
izes pulse amplitude estimation. The model is trained using simulated pulse datasets with different amplitudes and distortion 
times. For the pulse height estimation, the average relative error of the trained model on the test set was approximately 0.64%, 
which is 27.37% lower than that of the traditional trapezoidal shaping algorithm. Offline processing of a standard iron source 
further validated the pulse height estimation performance of the UNet-LSTM model. After estimating the amplitude of the 
distorted pulses using the model, the false peak area was reduced by approximately 91% over the full spectrum and was 
corrected to the characteristic peak region of interest (ROI). The corrected peak area accounted for approximately 1.32% of 
the characteristic peak ROI area. The results indicate that the model can accurately estimate the height of distorted pulses 
and has substantial corrective effects on false peaks.
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1 Introduction

In a nuclear radiation measurement system, the measured 
spectra are often limited by distorted pulses from the detec-
tor output. Distorted pulses are non-ideal pulse signals that 

occur during the reception and processing by the detector 
and primarily include pile-up, interference, slow, spark, 
double, and truncated pulses. In measurement systems that 
use switch reset preamplifiers, distorted pulses are mainly 
composed of truncated pulses. Truncated pulses are pulse 
signals in which the pulse amplitude suddenly jumps to zero 
because of a switch reset, resulting in a short pulse drop 
time and insufficient effective width. During the readout of 
nuclear pulse signals, distorted pulses output by the detector 
are amplified and shaped, and the height is obtained during 
digitization. Consequently, the measured spectra are also 
distorted [1]. This distortion has a significant impact on the 
analysis of sample element content; the count loss in the 
region of interest (ROI) of the target element characteristic 
peak leads to an underestimation of the element content.

In recent years, numerous studies have been conducted on 
pulse distortion in the fields of spectroscopy and radiometry. 
From the perspective of traditional methods, the simplest 
and most efficient method for generating distorted pulses is 
pulse elimination. We have previously detailed the method 
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for eliminating distorted pulses and analyzed the elimination 
results in Ref. [2]. However, this method also has the prob-
lem with count loss. Therefore, we subsequently proposed 
algorithms such as signal reconstruction [3] and multipulse 
local spectroscopy [4] to compensate for the count loss. In 
addition to eliminating signal reconstruction, some scholars 
have proposed applying mathematical models based on the 
pulse shape to �-ray spectroscopy [5] or applying numerical 
method-based filter models to neutron gamma monitoring 
[6], both of which are highly effective in eliminating spectral 
distortion.

In recent years, deep-learning technology has developed 
rapidly and many excellent models have emerged, such as 
transformer [7], UNet [8], VNet [9], and U2Net [10]. Xu 
et al. [11] detailed the application and development trends 
of artificial intelligence methods in multiple disciplines such 
as mathematics, materials science, medicine, life sciences, 
and nuclear physics. Taking nuclear physics as an exam-
ple [12], various artificial intelligence methods have been 
widely used in advanced material calculations [13], radia-
tion measurements [14], nuclide recognition [15], and other 
fields. Practical applications have also been realized, includ-
ing pulse amplitude estimation [16], radiation dose measure-
ment in the human body [17], particle-type discrimination 
[18], gamma spectrum analysis [19], pulse signal analysis 
based on feature fusion [20], and residual structure [21]. 
Deep-learning technology provides various ideas for pulse 
processing in radiation measurements. This study aimed to 
implement a composite neural network model that combines 
signal-to-noise ratio (SNR) and pulse height estimation. It is 
widely known that the simplest and most effective method 
for estimating pulse height is linear unfolding; however, 
this method is not immune to various types of noise. To 
avoid this problem, some scholars have attempted to design 
nonlinear filters [22]; however, the design process is more 
complex.

In practical applications, the commonly used method for 
pulse amplitude estimation is digital pulse shaping tech-
nology [23], including CR-RC filtering [24], Sallen–Key 
filtering, digital trapezoidal, and Gaussian shaping meth-
ods. Zhang et al. derived numerical recursive models for 
CR differential circuits and RC integral circuits, analyzed 
the amplitude-frequency response of CR-RCm, and showed 
that it is a bandpass filter. Wengang et al. proposed a digital 
trapezoidal shaping algorithm [25] and Sallen–Key filter-
ing shaping algorithm [26]. These two shaping methods are 
widely used because of their relatively simple implementa-
tion, but they are easily affected by the parameter drift of 
the front-end detector and circuit, resulting in significant 
amplitude estimation errors. Gaussian shaping [27] can 
accurately extract the peak position and amplitude; however, 
this method is relatively complex and the shaping process 
requires precise parameter adjustments. The aforementioned 

pulse amplitude estimation methods have been widely used 
because of their unique advantages; however, for the esti-
mation of distorted pulse amplitudes, these methods have 
significant errors.

Based on the above reasons and considering that UNet 
has been successfully applied to audio source segmentation 
as a filter model [28], this study proposes an improved neural 
network model that uses UNet as its basic framework. The 
long short-term memory (LSTM) model, owing to its flex-
ibility in handling time-series events and the information 
control ability of the gating mechanism, can better capture 
the characteristics of temporal data and make accurate pre-
dictions [29]. Therefore, this study added LSTM to the UNet 
framework. We successfully used the LSTM model to iden-
tify and separate stacked pulses during the early stages [30]. 
Accordingly, this paper presents the topology and training 
process of a neural network model generated using a combi-
nation of multiple models. This model was used to estimate 
the pulse height of an input dataset, thereby correcting the 
false peaks generated by the distorted pulses while ensuring 
the accuracy of the count rate.

The remainder of this paper is organized as follows.
Section 2 describes the generation of the simulated pulse 

datasets.
Section 3 describes the topological structure of the model 

and settings of the training parameters.
In Sect. 4, the performance of the model is evaluated 

using simulated and measured pulses.
Finally, Sect. 5 summarizes the conclusions of the study.

2  Generation of data

2.1  Generation of input pulses

The composite neural network model of UNet-LSTM pro-
posed in this study realizes accurate estimations of the pulse 
height, especially for the height estimation of the pulse out-
put distorted by fast silicon drift detectors (FAST SDD). 
The generation of the negative exponential pulse and the 
configuration process of the simulation links are shown in 
Fig. 1. One random-number generator is used to generate 
uniformly distributed random numbers within the 0–1 inter-
val, which serve as the pulse heights of the stacked rising 
step pulses. An ideal step-pulse sequence is shown in Fig. 1a 
[31]. Similarly, another random-number generator is used 
to generate uniformly distributed random numbers within 
the range of 0–0.05, which are used as the amplitude of the 
noise signal, as shown in Fig. 1b. Random noise is added to 
the generated step-pulse signal to simulate a real pulse sig-
nal. The distorted pulse sequence superimposed with white 
noise is shown in Fig. 1c, with a SNR of 20. The stacked 
and rising step-pulse sequence after CR shaping is filtered 
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out of the DC component, and a negative exponential pulse 
sequence with an amplitude between 0 and 1 is output, as 
shown in Fig. 1d.

2.2  Dataset production

Traditionally, digital shaping is used for estimating the 
amplitude of negative exponential pulses. Taking trapezoidal 
shaping as an example, to achieve ideal shaping results, there 
need to be enough sampling points after digitizing nega-
tive exponential pulses to obtain accurate shaping results. If 
the pulse distortion is severe and too many sampling points 
are lost, the shaping results experience significant losses. 
The UNet-LSTM model proposed in this study is primarily 
aimed at estimating the height of severely distorted pulses, 
the characteristic of which is that the pulse height is severely 
damaged after trapezoidal shaping.

Nine negative exponential pulse sequences with an 
amplitude of 20 are shown as an example in Fig. 2a. The 
corresponding trapezoidal shaping results are shown in 

Fig. 2b. When the negative exponential pulse loses more 
sampling points, the amplitude loss of the shaping result is 
significant, as shown by the black curve in Fig. 2b. When 
the number of sampling points increases to approximately 
80, even after a loss of sampling information, the pulse 
amplitude in the shaping result is not significantly affected.

This study used two datasets: Dataset I was composed 
of negative exponential pulses, and Dataset II was com-
posed of shaped triangular pulses, as shown in Fig. 2. Each 
dataset was divided into training, validation, and testing 
sets in a ratio of 7:2:1.

To train the model to estimate the amplitude of pulses 
with different amplitudes and degrees of distortion, the 
pulse amplitude was set between 20 and 1500 during 
dataset production, with an amplitude interval of 5. The 
degree of distortion of the negative exponential pulses is 
determined by the number of sampling points. The num-
ber of sampling points was set between 40 and 80 with an 
interval of 1, resulting in a distorted pulse dataset with a 

Fig. 1  a Simulated ideal step pulse; b Noise generated by a random-number generator; c Step pulses with noise; d Pulse sequence after CR shap-
ing
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size of 121770 × 256. Detailed information regarding the 
dataset is presented in Table 1.

Dataset I is taken from the pulse amplitude sampling 
value of the distortion pulses after the CR shaper, and the 
sampling period is T

s
 , whereas the parameter set P is taken 

from the amplitudes of the pulses and the number of sam-
pling points. The matrix representation of the dataset is 
expressed by Eq. (1).

Dataset I, as shown in Eq. (1), contains N = 121770 pulses. 
Each pulse corresponds to a row in the matrix, and each 
row contains n + 1 columns. The first n columns correspond 
to the sampling values of each pulse and the last column 
represents the parameters. As required, this study divided 
the dataset into a training set, a validation set, and a test 
set according to a ratio of 7:2:1, ensuring that they were 
divided according to this ratio for each amplitude interval. 
Figure 3 presents the details of the two datasets. Figure 3a 
shows eight negative exponential pulses and their matrix 
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expressions obtained from Dataset I. Figure 3b shows the 
results obtained by shaping the eight negative exponential 
pulses and their matrix expressions in Dataset II. The essen-
tial difference between them is that Dataset II is obtained by 
pulse shaping Dataset I and maintains the same data size.

3  Model development

Convolutional neural networks (CNNs) are currently the 
most popular deep-learning methods. The biggest difference 
from a fully convolutional network (FCN) is that the neurons 
in each layer of a CNN focus only on a certain part of the 
signal to analyze a specific feature and are not connected to 
all the neurons in the next layer. Compared to FCN, it saves 
resources and training time.

The UNet model is a CNN model used for image seg-
mentation. It has two parts, an encoder and a decoder, which 
restore the detailed information of the image by connecting 
low- and high-level features. The model adopts a U-shaped 
connection structure that can effectively handle the detailed 
information in the input object. The LSTM model is a recur-
sive neural network model used for processing sequence 
data. It has a gating mechanism that can selectively remem-
ber and forget previous information and capture long-term 
dependencies, making it suitable for processing time-series 
data. In this study, UNet and LSTM models were combined 
to form a composite neural network model. When selecting 
model parameters, two principles are followed. First, classi-
cal model parameters are referenced for UNet [8], and then 
local adjustments are made to the LSTM model based on the 
specific tasks and data characteristics.

The classic UNet model includes an encoder for extract-
ing signal features on the left and a decoder for feature 
fusion on the right. Both the encoder and decoder contain 
four sets of two 3 × 3 convolutional layers. The difference 
is that the encoder uses a maximum pooling operation for 

Fig. 2  (Color online) a Negative exponential pulse sequence; b Digital shaping result

Table 1  Dataset details

Description Size

Amplitude range 20–1500 (interval is 5)
Number of pulses per amplitude 41
Sampling point range 41–80 (interval is 1)
Dataset size 121770×256
Parameter set size 121770×2
Training set size 85239×256
Validation set size 24354×256
Test set size 12177×256
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downsampling after the convolutional layer, with a pooling 
size of 2 × 2 and a step size of 2, whereas the decoder first 
upsamples the input signal through 2 × 2 transposed convo-
lution operations to reduce the number of feature channels, 
and then performs a convolution operation.

Because of the recursive structure of LSTM, it is difficult 
to achieve parallel operations, and gradient dispersion may 
occur when the sequence is very long. In this study, the input 
sequence length was limited for the amplitude parameter 
estimation task. Given the powerful feature-extraction abil-
ity of LSTM, it typically does not require many layers. The 
number of layers in our LSTM was set to 1.

During the model training process, the selection of the 
activation and loss functions followed the principle of local 
adjustment according to the characteristics of the task in the 
second item. The aim of this study was to estimate the pulse 
amplitude parameters, and the data type is one-dimensional 
linear time-series pulses; therefore, the activation function 
used ReLU (Rectified Linear Unit). The input and output of 
the model are both pulse amplitude information. Therefore, 
the loss function uses the mean square error (MSE).

Figure 4 illustrates the internal structure of the proposed 
composite neural network model. The model was trained 
using the dataset described in Sect. 2. Among the 121770 

Fig. 3  (Color online) a Negative exponential pulse sequence and its matrix; b Digital shaping result and its matrix

Fig. 4  (Color online) UNet-LSTM model structure
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pulses in the dataset, 85239 pulses were used as the training 
set, 24354 pulses were used as the validation set, and 12177 
pulses were used as the testing set.

In the training process of the UNet-LSTM model, the 
input signal is a distorted pulse superimposed with white 
noise, and the output signal is a set of expanded pulse 
heights. The model was trained using the Adam optimizer. 
The learning rate is an important hyperparameter in model 
training and was defined as the cyclical learning rate (CLR) 
in the range from 1 × 10−5 to 1 × 10−3 . To evaluate the dif-
ference between the model output and expected output, the 
MSE loss function L

MSE
 provided feedback to the network to 

update the weights and reducing subsequent iteration errors. 
The error between the model output pulse height set P′

i
 and 

expected output value P
i
 can be calculated using the loss 

function. For a training set with N samples, the calculation 
for the loss function is given by Eq. (2). The model training 
results are elaborated in detail in the next section.

4  Model performance evaluation

4.1  Simulation research

The UNet-LSTM model was trained using the Adam Opti-
mizer at a fixed learning rate. All experiments were con-
ducted using Pytorch 1.7, Python 3.7, and an Ubuntu 18.04 
system with a 3.70 GHz i7-8700K CPU and a 32 G V100 
GPU.

4.1.1  Ablation study

The purpose of the ablation experiment was to study the 
impact of removing specific parts of the composite model 
on its overall performance. A lack of performance loss 
after removing some parts indicates that these parts are less 
important in the composite model. In contrast, if the perfor-
mance of the model decreases significantly after removal, 
the design of the parts is considered essential. To conduct 
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ablation research on the proposed deep-learning model, three 
deep-learning models were implemented: LSTM, UNet, and 
UNet-LSTM, and their amplitude prediction performances 
were evaluated and compared. To control the influence of 
the parameters on the model performance, the composite and 
single models used the same parameters during the ablation 
study. The main parameters of the model and training results 
are listed in Table 2. Although the independent LSTM and 
UNet models can converge normally, the proposed com-
posite model achieved lower training and validation losses 
under the same parameter configuration; after fusing the two 
models, better pulse amplitude prediction performance was 
achieved.

4.1.2  Evaluation of parameter estimation performance

Existing pulse amplitude calculation methods are mostly 
digital shaping methods, which are effective for estimat-
ing the amplitude of most nuclear pulses and are therefore 
widely used in digital energy spectrometers. References [2, 
3] indicate that the digital shaping method poses signifi-
cant challenges in the amplitude estimation of pulses with 
shape distortion. This study further explains the relationship 
between the amplitude estimation results of existing methods 
and the degree of pulse distortion, and it demonstrates the 
effectiveness of the UNet-LSTM model in addressing the 
challenges in distorted pulse height estimation.

Twenty pulses in the test set and the amplitude prediction 
output of the model were subjected to inverse normalization 
processing. Twenty pulses with different degrees of pulse 
distortion are shown in Fig. 5 with the ground truth fixed 
at 600.

Each distortion pulse in the test set contained different 
effective sampling points representing varying degrees of 
distortion. The pulse height estimation results obtained 
using the UNet-LSTM model and the digital trapezoidal 
shaping method are shown in Fig. 6. As the degree of 
pulse distortion decreased, the error in the pulse heights 
obtained using the digital shaping method also gradually 
decreased. For example, P1 contains 40 valid sampling 
points representing the pulse with the most severe distor-
tion in the test set. A maximum relative error of 65.67% 
was obtained when the digital trapezoidal shaping method 

Table 2  Ablation study comparison

Experimental subjects Batch size Learning rate Train loss Validation loss Numbers of 
parameters 
(M)

Single model LSTM 1 0.0002 160.8187833 69.3094321 1.97
UNet 1 0.0002 94.6813544 20.3280027 2.11

Composite model UNet-LSTM 1 0.0002 74.232632 10.111189 3.29
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was used to estimate the amplitude. As the number of 
sampling points increased, the degree of pulse distortion 
decreased, and the relative error of the digital trapezoidal 
shaping gradually decreased. In Fig. 5, the rise time of 
digital trapezoidal shaping includes 80 sampling points, 
and the flat top time is 0. Therefore, when the number 
of sampling points for the original negative exponential 
pulse was 80, the relative error of the corresponding digi-
tal shaping result was reduced to 0.02%.

To quantify the prediction ability of the UNet-LSTM 
model for pulse height, Δ

A
 represents the absolute error of 

the pulse height estimation, �
A
 represents the relative error, 

A
real

 represents the true pulse height, and A
NN

 represents 
the pulse height predicted by the neural network model, 
UNet-LSTM. Thus, the calculations for the absolute and 
relative errors of the UNet-LSTM model for the distorted 
pulse height estimation are shown in Eq. (3) and Eq. (4), 
respectively.

The 20 pulses shown in Fig. 6 were analyzed for pulse height 
using the traditional trapezoidal shaping algorithm and the 
neural network model proposed in this study. The results are 
shown in Table 3. The average relative error of the trapezoi-
dal shaping algorithm in estimating the pulse height of the 
sequence is 28.01%, while that of the UNet-LSTM model 
is approximately 0.64%. This proves that the UNet-LSTM 
model is not affected by pulse distortion when estimating 
pulse amplitude parameters, addressing the limitations fac-
ing existing methods in pulse height estimation.

Each distorted pulse in the test set contains different 
effective sampling points representing different degrees of 
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Fig. 5  (Color online) Simulated pulse sequence diagram

Fig. 6  (Color online) Comparison of pulse height estimation
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distortion. For example, P1 contains 40 sampling points, 
representing the most severely distorted pulse in the test set, 
and its corresponding digital shaping results had a maximum 
relative error of 65.67%. As the number of sampling points 
increased, the degree of pulse distortion decreased, and the 
relative error of the digital trapezoidal shaping gradually 
decreased. In Fig. 5, the rise time of digital trapezoidal shap-
ing includes 80 sampling points, and the flat top time is 
0. Therefore, when the number of sampling points for the 
original negative exponential pulse was 80, the relative error 
of the corresponding digital shaping results was reduced to 
0.02%. Finally, the average relative error of the trapezoi-
dal shaping algorithm for estimating the pulse height in 
this sequence was 28.01%. Using the UNet-LSTM model 
to unfold the input pulse sequence and estimate the pulse 
height, the estimations are not affected by pulse distortion, 
with an average relative error of approximately 0.64%.

4.1.3  Evaluation of count correction performance

According to the principle of a multichannel analyzer 
(MCA), each pulse amplitude in the X-ray fluorescence spec-
trum corresponds to a count in the energy histogram. When 
the pulse output of the measurement system experiences an 
amplitude loss during the digital processing stage, the cor-
responding histogram drifts to the left. When the number 
of pulses is sufficient, false characteristic peaks exist in the 

generated energy spectrum. For samples with a single com-
ponent, the number of characteristic peaks of the elements 
in the measured full spectrum is limited. Therefore, the pulse 
amplitude output of the measurement system mostly fluctu-
ates within a small range of fixed values, which determine 
the energy resolution of the spectrum. Quantification was 
performed based on the half-widths of the characteristic 
peaks in the spectrum. The 20 simulated pulses mentioned 
earlier were analyzed using traditional MCA as an example. 
Owing to the normalization of the input pulse amplitude in 
the model, the channel address range of the full spectrum 
was set to 0 ∼ 1, including 1000 channel addresses. When the 
pulse with an amplitude of 0.6 is increased by one, the count 
on the channel address of 0.6 increases by one, resulting in 
an X-ray spectrum, as shown in Fig. 7a.

In this figure, the channel address range of the charac-
teristic peak ROI is approximately 0.610-−0.628 with a 
peak area of 19. A false peak formed by distorted pulses 
appeared near the 0.484th channel address on the left side 
of the characteristic peak, with a peak area of 1, as indi-
cated by the green shaded area in Fig. 7a. The CNN-LSTM 
model proposed in this study was added before the MCA 
unit to achieve an accurate estimation of the pulse param-
eters. A histogram of the characteristic peaks obtained using 
the model is shown in Fig. 7b, with the ROI of the char-
acteristic peaks reduced to approximately 0.600-−0.609; 
however, the total count within this range increased to 20. 

Table 3  Comparison between 
the estimated and true values 
of pulse height using neural 
network models

Pulse Real height Pulse height by 
trapezoidal shap-
ing

Relative error of trap-
ezoidal shaping (%)

Estimated 
value by 
model

Relative error of the 
UNet-LSTM model 
(%)

P1 600.000 205.989 65.67 599.000 0.17
P2 600.000 237.709 60.38 610.000 1.67
P3 600.000 267.851 55.36 607.000 1.17
P4 600.000 296.477 50.59 607.000 1.17
P5 600.000 323.656 46.06 602.000 0.33
P6 600.000 349.448 41.76 604.000 0.67
P7 600.000 373.913 37.68 602.000 0.33
P8 600.000 397.109 33.82 602.000 0.33
P9 600.000 419.093 30.15 600.000 0.00
P10 600.000 439.911 26.68 597.000 0.50
P11 600.000 459.618 23.40 599.000 0.17
P12 600.000 478.265 20.29 597.000 0.50
P13 600.000 495.895 17.35 596.000 0.67
P14 600.000 512.555 14.57 598.000 0.33
P15 600.000 528.287 11.95 597.000 0.50
P16 600.000 543.137 9.48 598.000 0.33
P17 600.000 557.133 7.14 596.000 0.67
P18 600.000 570.324 4.95 594.000 1.00
P19 600.000 582.749 2.88 593.000 1.17
P20 600.000 600.121 0.02 593.000 1.17
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Therefore, using the model to estimate the pulse amplitude 
not only ensures that the counting of characteristic peak 
areas is not lost but also eliminates false peaks caused by 
pulse distortion.

4.2  Experimental results

4.2.1  Analysis of generalizability experiment results

To conduct a more thorough statistical analysis of the model 
performance and address potential biases in the simulation 
dataset used for model training, a 55Fe standard source was 
used as a test object in the experimental testing phase to 
provide sufficient pulse sequences for the analysis of the 
experimental results. The experimental conditions were con-
figured as listed in Table 4.

Using the experimental platform listed in Table 4, 
the pulse sequence during the measurement process was 

Fig. 7  (Color online) Simulated energy spectrum a without the model and with a total count of 20; b with the model and a total count of 20; c 
without the model and with a total count of 2000; d with the model and a total count of 2000

Table 4  Details of the experimental setup

Category Details

Source  KYW2000A X-ray tube with Ag target
 Current: 8 µA
 Maintain voltage: 35 kV

Samples  55Fe standard source (Count rate: 7.553×103 cps)
Detector  FAST SDD (123 eV FWHM Resolution @ 5.9 keV)

 Application area: high counting rate>1,000,000 CPS
 Be window (0.5 mil)
 Footprint: TO-8
 Active area: 50  mm2

Digital system  ADC9235 with a resolution of 12 bits
 Sampling frequency: 20 Msps
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saved offline to obtain the measured pulse dataset. The 
pulse dataset was processed according to the processing 
method of Dataset II to obtain a negative exponential 
pulse dataset with approximately 40–80 effective sam-
pling points. After trapezoidal shaping of the pulses in 
this dataset, the required validation dataset was obtained, 
which was defined as Dataset III, and used to validate 
the trained model and demonstrate its generalizability. 
Dataset III contained 5000 pulses with an amplitude range 
of approximately 20–2000 mv. Each pulse contained 256 
sampling points and one amplitude parameter.

The proposed model was compared with other state-of-
the-art models to perform pulse height estimation tasks on 
simulated and measured datasets. The results are shown in 
Table 5. The selected control model includes both light-
weight single models such as LeNet and composite mod-
els such as CNN-LSTM, which have been demonstrated 
to be effective for pulse estimation [30]. The comparison 
results in Table 5 further demonstrate that because the 
measured pulse contains more uncertainty than the simu-
lated pulse, the validation loss of each model on the meas-
ured pulse dataset increases compared to the simulated 
dataset. However, UNet-LSTM still performed better 
than the other models on different datasets, demonstrat-
ing good robustness and generalizability.

It is worth noting that although UNet-LSTM achieved 
better performance on two different datasets, its param-
eter count was also much larger than that of the other 
models. Models like LeNet with small parameter numbers 
and short computation times, can also perform well in 
most simple tasks after training. Therefore, in application 
scenarios that require small, lightweight models, UNet-
LSTM is not the best choice. This composite model with 
many parameters and complex calculations is more suit-
able for more complex time-series analyses, such as the 
nuclear pulse height estimation and fluorescence spec-
troscopy analysis tasks in this study.

4.2.2  Analysis of spectral experiment results

The commonly used techniques for optimizing fluorescence 
spectra can be divided into two categories from the perspec-
tive of processing objects, as shown in Table 6.

Category I is for nuclear pulses with the main purpose of 
obtaining more reliable pulse heights. Category II is for the 
spectrum itself, of which the most representative and widely 
used is spectral smoothing. In the simulation research sec-
tion, a comparison was made between the performance of 
the traditional digital trapezoidal shaping method and the 
classical neural network model in pulse height estimation 
tasks, all of which belong to Category I spectral processing 
techniques.

Here, the experimental conditions listed in Table 4 were 
used to analyze the results of the spectral optimization 
experiments. The energy spectrum obtained from the digital 
MCA was used as the reference spectrum, and on this basis, 
the spectral smoothing and pulse height estimation units 
were added separately. The spectral processing flow and the 
results are shown in Fig. 8. The traditional spectrum acquisi-
tion process primarily includes a probe section composed of 
a high-performance silicon drift detector (FAST SDD) and 
preamplifier, a CR differential shaping section, and a digital 
signal processing unit composed of an operational amplifier, 
high-precision ADC, digital shaper, and MCA, as shown 
in Fig. 8a. The difference in the spectral analysis process 
between the added spectral smoothing units and traditional 
methods lies in the digital signal processing. Although tra-
ditional spectral analysis also has functions, such as shaping 
and filtering in digital signal processing, it does not add a 
dedicated spectral smoothing unit located after the MCA. 
In this study, a five-point average (FPA) was used to smooth 
and filter the generated spectrum, as shown in Fig. 8b. In 
another control group, the trained UNet-LSTM model was 
used to estimate the height of the digitized pulse sequence, 
and the modified energy spectrum was obtained through an 
MCA. The spectrum processing is shown in Fig. 8c.

The distorted pulse obtained during the measurement pro-
cess was amplified and trapezoidal to obtain a distorted pulse 
height. This distortion in the pulse height exists in the form 
of a false peak before the characteristic peak in the spectrum 
obtained by traditional spectroscopic methods, as shown in 
Fig. 8d, e. Although the spectral smoothing method using mul-
tipoint averaging can optimize the spectrum to a certain extent, 
it has no effect on the false peaks caused by distorted pulses. 

Table 5  Comparison of different models

Model Dataset II (Simulated) Dataset III (Measured)

Train loss Validation 
loss

Validation 
loss

Numbers of 
parameters

LeNet5 138.69 40.29 86.18 0.13M
CNN-LSTM 242.33 28.72 68.76 1.10M
LSTM 160.82 69.30 96.11 1.97M
UNet 96.50 18.84 26.54 2.11M
UNet-LSTM 74.23 10.11 23.14 3.29M

Table 6  Techniques for optimizing fluorescence spectra

Technique type Object Example

Category I Nuclear pulse Digital trapezoidal shaping
Category II Fluorescence spectra Spectra smooth
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When using the UNet-LSTM model to estimate the measured 
pulse height, the model can accurately output the pulse height 
with high accuracy, even for distorted pulses with incomplete 
widths. Therefore, after predicting the pulse height using the 
model, the energy spectrum obtained by the MCA can effec-
tively correct the false peaks caused by pulse distortion, as 
shown in Fig. 8f.

To quantify the corrective effect of the UNet-LSTM model 
on the measured X-ray spectrum of the 55Fe standard source, 
two indicators, the correction ratio R

correct
 and the effective 

ratio R
effect

 , are introduced. R
correct

 represents the proportion 
of the difference in the peak area of the false peak, before 
and after calling the model to the peak area of the character-
istic peak. R

effect
 represents the proportion of the increase in 

the characteristic peak area after calling the model to the loss 
value of the false peak area. The calculations are given by 
Eq. (5) and Eq. (6).

(5)R
correct

=
S
false−MCA

− S
false−UNet

S
ROI−MCA

× 100%

As shown in Fig. 9, the false peak area was located in the 
channel interval of approximately 1024–1280, and the ROI 
of the characteristic peak was captured in the channel inter-
val of approximately 1280–1536. The peak area is repre-
sented by S, S

false-MCA
 represents the peak area of the false 

peak in the traditional spectral analysis results, S
false−UNet 

represents the peak area of the false peak after calling 
the UNet-LSTM model for spectral analysis correction, 
S
ROI−MCA

 represents the peak area of the characteristic peak 
ROI in the traditional spectral analysis results, and S

ROI−UNet 
represents the peak area of the characteristic peak ROI after 
calling the UNet-LSTM model for spectral correction.

Ten measurements of the 55Fe standard source were 
taken for the analysis, as shown in Table 5. The comparison 
shows that the peak area of the characteristic peak ROI in 
the energy spectrum obtained using the traditional MCA was 
similar to that obtained using FPA filtering. However, the fil-
tered energy spectrum had smoother spectral lines in the low 
count-rate region; therefore, it has a lower standard devia-
tion than traditional MCA methods in multiple measurement 

(6)R
effect

=
S
ROI−UNet − S

ROI−MCA

S
false−MCA

− S
false−UNet

× 100%

Fig. 8  Spectral analysis process with a the traditional method, b FPA, and c UNet-LSTM. The energy spectrum of d the traditional method, e 
FPA, and f UNet-LSTM
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processes. Although FPA filtering can reduce the standard 
deviation of the measurement and stabilize the measure-
ment results, it has no corrective effect on false peaks in 
the X-ray spectrum. The 55Fe standard source X-ray spec-
trum obtained using the UNet-LSTM model to predict the 
pulse height has two typical features. First, the peak area of 
the characteristic peak ROI was improved, and the standard 
deviation of multiple measurement results was significantly 
reduced. Second, the peak area of false peaks was signifi-
cantly reduced. According to the above two characteristics, 
combined with the theorem of energy conservation, it can be 
inferred that the reduced false peak area should be corrected 
to the characteristic peak ROI, and the correction effect can 
be evaluated using the R

valid
 index defined above. From 

Table 5, it can be observed that approximately 91% of the 
peak area loss in the false peak area can be corrected to the 
characteristic peak ROI, and the proportion of the corrected 

peak area to the peak area of the characteristic peak ROI 
was approximately 1.32%, which is an indispensable part of 
high-count-rate applications (Table 7).

5  Conclusion

In this study, a composite neural network model based on 
the UNet architecture and fused with LSTM was proposed 
to achieve accurate pulse height estimations of distorted 
pulse sequences and thus achieve counting rate correc-
tion of the X-ray energy spectrum. The UNet part of this 
composite model includes an encoder for extracting pulse 
features and a decoder for feature fusion. Both the encoder 
and decoder contain eight 3 × 3 convolutional layers con-
nected by an LSTM between the encoder and decoder. The 
UNet-LSTM model was trained with the pulse sequence 

Fig. 9  (Color online) Peak area analysis of a a false peak and b characteristic peak

Table 7  Details of measurement 
results

Number of 
measure-
ments

MCA FPA UNet-LSTM R
correct

(%) R
effect

(%)

S
ROI-MCA

S
false-MCA

S
ROI-FPA

S
false-FPA

S
ROI-UNet

S
false-UNet

1 3656332 75575 3656296 75639 3700286 27508 1.31 91.44
2 3654968 75678 3657689 75699 3699357 27488 1.32 92.11
3 3655993 75487 3654376 75589 3701056 27493 1.31 93.89
4 3654367 75651 3654789 75514 3701009 27515 1.32 96.90
5 3657547 75698 3657854 75593 3699689 27528 1.32 87.49
6 3657256 75587 3656543 75532 3699278 27541 1.31 87.46
7 3654312 75712 3654897 75710 3700179 27533 1.32 95.20
8 3658565 75613 3656451 75721 3700791 27498 1.32 87.76
9 3656843 75666 3656120 75709 3700167 27521 1.32 89.99
10 3657963 75599 3655769 75619 3700665 27509 1.31 88.80
Average 3656415 75626.6 3656078.4 75632.5 3700247.7 27513.4 1.32 91.10
STD 1417.26 64.69 1104.66 72.064 613.25 16.63 – –
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datasets generated by the simulation, and the optimal train-
ing parameters were saved when the minimum loss value 
was achieved for both the training and validation sets. 
The model performance was verified using simulated and 
measured pulses.

During the verification process of the simulated pulses, 
this study took 20 distorted pulses from the test set for 
pulse height estimation and the average relative error of 
the trained model on the test set was approximately 0.64%, 
which was 27.37% lower than that of the traditional trap-
ezoidal shaping algorithm.

During the experiment, a FAST SDD was used to 
perform the X-ray measurements on a 55Fe standard 
source. The measured pulse sequence was saved offline 
as the model input, and the pulse amplitude output of the 
model was analyzed for an X-ray energy spectrum with 
the correction of false peaks. Simultaneously, the tradi-
tional MCA spectrum and a spectrum with FPA filtering 
were used as reference spectra for comparison with the 
corrected spectrum. The results indicate that the model 
successfully predicts the height of the measured pulse 
sequence. In the qualitative analysis of the 55Fe standard 
source, the spectral comparison results obtained by the 
three different methods indicate that although FPA filter-
ing can achieve spectral smoothing, it has no substantial 
impact on false peaks, whereas the UNet-LSTM model can 
effectively correct false peaks caused by distorted pulses. 
To further validate the performance of false peak correc-
tion, the correction ratio and effective ratio were defined 
as new indicators of model performance. Ten measure-
ments of the 55Fe standard source showed that approxi-
mately 91.1% of the false peak area could be corrected 
to the characteristic peak ROI, and the proportion of the 
corrected peak area to that of the characteristic peak ROI 
was approximately 1.32%. This is of great significance to 
optimizing X-ray energy spectrum analysis.

The neural network model proposed in this study is 
applicable to a wider range of detectors. In future research, 
we will focus on the application of this model to fast spec-
troscopy and improve the analysis performance of spec-
troscopy by accurately predicting the pulse height, which 
is of great significance for spectral refinement and element 
content analyses.
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