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Abstract
The high-intensity heavy-ion accelerator facility (HIAF) is a scientific research facility complex composed of multiple cas-
cade accelerators of different types, which pose a scheduling problem for devices distributed over a certain range of 2 km, 
involving over a hundred devices. The white rabbit, a technology-enhancing Gigabit Ethernet, has shown the capability of 
scheduling distributed timing devices but still faces the challenge of obtaining real-time synchronization calibration param-
eters with high precision. This study presents a calibration system based on a time-to-digital converter implemented on an 
ARM-based System-on-Chip (SoC). The system consists of four multi-sample delay lines, a bubble-proof encoder, an edge 
controller for managing data from different channels, and a highly effective calibration module that benefits from the SoC 
architecture. The performance was evaluated with an average RMS precision of 5.51 ps by measuring the time intervals 
from 0 to 24,000 ps with 120,000 data for every test. The design presented in this study refines the calibration precision of 
the HIAF timing system. This eliminates the errors caused by manual calibration without efficiency loss and provides data 
support for fault diagnosis. It can also be easily tailored or ported to other devices for specific applications and provides more 
space for developing timing systems for particle accelerators, such as white rabbits on HIAF.
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1  Introduction

Time, one of the seven fundamental physical quantities in 
physics, has been extensively studied and applied in various 
fields, such as large-scale physics experiments, lunar explo-
ration projects, defense industries, 5 G communications, and 
navigation systems. To explore fundamental particles in the 
microscopic world, scientists have increasingly demanded 
requirements for the performance of particle accelerators. 

Particle accelerators are multisystem [1–4], highly complex, 
and strongly coupled systems characterized by a wide vari-
ety of devices, dispersed placements, and large spatial spans. 
Compared with other complex systems, particle accelerator 
systems have extremely stringent timing requirements, with 
some reaching the femtosecond level [5, 6].

Leading scientific and technological powers worldwide 
attach great importance to nuclear physics research based 
on particle accelerators, evident in the construction of 
large-scale scientific facilities, the development of powerful 
experimental detection devices, and the internationalization 
of research projects and teams. The research team at the 
Institute of Modern Physics, Chinese Academy of Sciences, 
is currently constructing a national major science and tech-
nology infrastructure called the "the High Intensity Heavy 
Ion Accelerator Facility" (HIAF) [7–9] as shown in Fig.  1.

HIAF is a heavy-ion scientific research facility with lead-
ing international capabilities and wide-ranging applications 
[10–12]. Its primary scientific goals include understanding 
effective interactions within atomic nuclei, investigating 
the origins of elements ranging from iron to uranium in the 
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universe, studying the properties of high-energy-density 
matter, and addressing key technologies related to parti-
cle irradiation. The HIAF consists of several components, 
including a superconducting electron cyclotron resonance 
ion source (SECR), superconducting linear accelerator 
(iLinac), booster ring (BRing), radioactive secondary beam 
separation device (HFRS), high-precision ring spectrometer 
(SRing), and experimental terminals [13, 14]. The iLinac 
injector injects various ions from protons to uranium for 
BRing. BRing, a room temperature synchrotron accelera-
tor, is the core component of HIAF and lays the foundation 
for obtaining high-intensity, high-energy, and high-quality 
heavy-ion beams. After BRing accelerates the beam, it is 
either extracted directly or slowly to the experimental ter-
minal or injected into the high-precision ring spectrometer 
SRing through the radioactive secondary beam separation 
device for related experiments.

To achieve a higher energy and beam intensity, a com-
mon approach in particle accelerators is to cascade multiple 
accelerators of different types, where the accelerator that 
boosts the beam energy in the previous stage serves as the 
injector for the subsequent stage. In the case of HIAF, after 
the ion source generates the beam, it is accelerated through 
a superconducting linear accelerator (iLinac) before being 
injected into BRing. The cascading of multiple accelerator 
stages allows for an increase in the beam energy while ena-
bling the parallel operation of the accelerators.

The beam undergoes acceleration through a series of 
interconnected accelerators and is eventually directed to the 
experimental terminal for the relevant experiments. This 
poses a scheduling problem for devices distributed over a 
certain range, where the goal is to optimize the scheduling 
to achieve lossless injection, accumulation, acceleration, and 
beam extraction. In this case, the scheduling variables form 
an n-dimensional time vector.

The timing system prototype of HIAF is based on the 
white rabbit (WR) protocol and achieves timing scheduling 
with a precision of better than 2 ns. However, it also faces 
challenges in calibrating and monitoring the timing devices 

distributed across a range of 2 km involving over a hundred 
devices. Synchronization calibration of the timing system is 
a complex process. Offline calibration can be achieved, and 
the synchronization status can be queried once the devices 
are online. However, deviations in synchronization cannot 
be fed back in real-time, thereby preventing real-time syn-
chronization calibration. [15] proposed a distributed time-
to-digital converter in a white rabbit network to capture the 
arrival times of shower particles and produce unified times-
tamps of all particles. This gave us the opportunity to con-
struct a high-resolution, real-time calibration system based 
on a time-to-digital converter. Many works have achieved 
high-precision time-to-digital converters and applied these 
techniques in various applications [16–21], especially for 
physical researches. However, information regarding the 
implementation details of time-to-digital converters is 
scarce. The objective of this study is to address these issues.

The main contributions of this study are as follows. 

1)	 We proposed a real-time calibration system based on the 
white rabbit protocol for the HIAF timing system.

2)	 We proposed a calibration architecture for time-to-dig-
ital converter in an ARM-based System-on-Chip (SoC) 
with high development efficiency.

3)	 We proposed a series of detailed modules to implement 
a time-to-digital converter for lower technical barriers 
in this area.

4)	 We implemented and tested our real-time synchroniza-
tion calibration system based on the time-to-digital con-
verter in a ZYNQ board (a series of SoCs produced by 
Xilinx).

2 � WRFM

The core components of the HIAF timing system include the 
clock master node (WRCM), data master node (WRDM), 
synchronization network (WRNT), terminal nodes (WRN), 
white rabbit switches (WRS), and various online services. 
The structure of the system is illustrated in Fig.  2.

In this timing system, all the clocks of these components 
are synchronized with WRCM. After receiving the clock 
and current time signals from WRCM, each node produces 
a pulse per second (PPS) output. This calibration system 
aims to ensure that the PPS signals generated by different 
devices are synchronized with WRCM, representing the time 
synchronization of these devices.

At the beginning of the calibration, the framework of 
the monitor (WRFM) gathers basic information on the 
round-trip delays between WRCM and WRS or WRS 
and WRN, transmission times, and receipt times of all 
nodes, such as delayMM , ΔTXM , ΔRXM , ΔTXS , and ΔRXS . The 
objective of calibration is to measure and update the stored 

Fig. 1   (Color online) Layout of the accelerator complex of HIAF
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transmission and reception times within the network to 
match real-world measurements, ensuring that the timing 
system generates PPS signals simultaneously after adjust-
ment [22].

The WRFM responsible for realizing system-wide syn-
chronization monitoring, synchronization parameter cal-
culation, and deviation model generation was built using 
time-to-digital converter (TDC) technology. The deviation 
statistics module was implemented using dedicated hard-
ware, whereas the online calculation and model generation 
modules were implemented on servers.

Owing to the shorter development cycle and stronger 
support for some communication protocols, the deviation 
statistics module is implemented in ZYNQ, which calcu-
lates the time deviation between the output signals (PPS 
signals) of the timing system components and the local 
output signals from WRFM as a time-to-digital converter. 
The structure is illustrated in Fig.  3.

Combining the set threshold and multiple sets of time 
deviation statistics, the module triggers the online calcula-
tion module according to predefined rules. The online cal-
culation module computes the synchronization parameters 
and updates them accordingly. The model generation mod-
ule generates device-level or system-level models based on 
statistical time deviations, thereby providing a foundation 
for system optimization.

The calibration system follows Eqs. 1 and 2 [22].

and

where delayMM represents the round-trip delay between 
WRCM, WRS, and WRN. Additionally, ΔTXS denotes the 
transmission delay of the nodes, ΔRXS is the reception delay 
of the nodes, �1 is the latency of the fiber connecting nodes, 
�S is the compensation value of the nodes when ΔTXS is zero, 
and TI is the time interval obtained from the deviation sta-
tistics module (TDC) illustrated at Sect. 2.1.

The key focus of WRFM is the deviation statistics module 
(TDC) because its accuracy determines the overall system 
accuracy.

2.1 � Architecture of TDC

The intuitive idea behind implementing a TDC based on 
FPGA (field-programmable gate arrays) is to employ a coun-
ter that runs at the system clock rate. However, the granu-
larity of the system counter could not satisfy the require-
ments of white rabbits. Therefore, it is necessary to obtain 
subclock-period resolution. The proposed algorithm is illus-
trated in Fig. 4.

It comprised a set of start-and-stop channels. The hit sig-
nals existing as one start hit and one-stop hit latched by the 
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Fig. 2   The timing system on 
HIAF

Fig. 3   The localized structure of the calibration system

Fig. 4   Basic TDC algorithm
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system clock are interpreted as subclock fine timestamps 
from the two corresponding channels, whereas the coarse 
counter clocked by the system clock outputs the coarse 
timestamp. The starting and stopping timestamps are defined 
as follows:

and

where TWR is the period of the coarse counting clock of 
the white rabbit system, m and n are the coarse timestamps 
from the coarse counter, whereas �start and �stop are times-
tamps corresponding to the respective fine counter channels. 
Hence, the TI can be calculated as follows:

An organic combination of the two types of timestamps 
comprised the final measurement result.

Figure 5 shows the system architecture of the proposed 
TDC implemented in ZYNQ. The system consists of pro-
grammable logic (PL) and a processing system (PS), which 
benefits from the real-time advantages of FPGA and ARM’s 
flexibility. The PL part is responsible for TDC’s mainstay, 
including the tapped delay lines (TDLs), a D flip-flop bank, 
a thermometer-to-binary encoder, an edge controller, and 
data first in, first out (FIFO). The PS is responsible for cali-
bration logic and communication with a personal computer 
(PC) through a universal asynchronous receiver/transmit-
ter interface. An advanced extensible interface (AXI) is the 
data path between PL and PS components. Every part of our 

(3)timestampstart = m × TWR + �start

(4)timestampstop = n × TWR − �stop

(5)
TI = (timestampstop − timestampstart)

= (�start − �stop) + (m − n) × T

system architecture is interpreted below to elaborate further 
on our system architecture.

2.1.1 � Delay line

A typical method for increasing the granularity of TDC is to 
interpolate more basic cells into one primitive system clock 
period. Thus, the delay line is one of the core elements in the 
TDC design, which defines the system’s resolution and lin-
earity. This depends on the type of the basic delay cell used 
as the interpolation unit. The most common delay elements 
in FPGA platforms are CARRY4 cell primitives (fast carry 
logic with look-ahead) because they have dedicated routing 
with the smallest internal propagation delay [23].

The TDLs in this study employed cascade-carrying 
elements.

The hit signal propagates through the delay chain by con-
necting to the CYINIT port of the first delay cell and linking 
the last bit of the CO to the next cell’s CI port as in Fig. 6.

According to [24], we can determine that the inner path 
time of a complete CARRY4 logic is significantly shorter 
than that of the coarse clock, which is approximately 60 
ps. A delay line can be constructed by placing these cells 
sequentially. The coupled two-stage D flip-flops tap out the 
status of the hit signal in the delay line to reduce the pos-
sibility of a metastable state.

There are tricks when placing delay chains on a physical 
board at the implementation stage that could be the key to 
increasing the stability of the delay chains.

First, the closer the entrance of a delay chain to the 
physical input/output port, the narrower the bin width of 
the first cell. Second, the delay chain should be placed 
within a certain clock region to reduce the harm caused by 
time skew when crossing the clock region, which would 

Fig. 5   TDC system
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interfere with the accuracy of the sampling phase. There-
fore, the system clock is crucial for balancing stability 
and accuracy. This design considered a 500-MHz clock 
frequency divided from the white rabbit reference clock 
and a TDL with 200 delay cells.

Third, in the case of a multiline TDC, the gap space 
between the lines belonging to one channel is unnecessary. 
Comparative experiments revealed that the introduced gap 
caused transfer time delays.

The input signal was fed simultaneously into four paral-
lel chains to improve the time resolution beyond the intrin-
sic cell delay. This involves sampling a specific timespan 
four times, increasing the granularity by a factor of four 
because it characterizes a physical quantity with more 
quantities.

We collected all taps from the four delay chains and 
processed them as they originated from a common delay 
chain.

2.1.2 � Ones‑counter encoder

The output of the TDL, which is a thermometer code rep-
resenting the time interval, must be converted into a binary 
number. One of the classical ways to achieve this is to 
instinctively detect the transition of the 0–1 position in delay 
lines [25, 26]. However, the time delay used to register the 
tap should be considered, which includes not only delays of 
cells but also time skews of the inter and outer time zones. 
The deviation between the sample and real values is intro-
duced, which is the most severe problem for TDC implemen-
tation: the bubble problem. Ideally, the output of the TDL 
should be a clean thermometer code such as 1111110000. 
Because of uneven propagation delays among delay lines 
and the tapped register’s time difference, the bubble prob-
lem appears and disturbs the thermometer code; for exam-
ple, instead of 1111110000, the thermometer sampled out 
is 1111010100. When generating a correct binary code, the 
bubble problem induces hassles in classical 0–1 transition 
detection encoders because the primitive TDLs cannot tap 
out an ideal thermometer code. This is more difficult for 
FPGAs with 28 nm and more advanced process technol-
ogy [27]. Collecting several delay-line taps at once certainly 
loses the order consistent with the real delay, owing to the 
reasonable variance of the transition time at the same posi-
tion from different lines will add more factors leading to 
bubbles. Consequently, the bubble problem with several 
delay lines is more severe than a single line.

Therefore, designing a bubble-proof encoder is essen-
tial. Lui and Wang proposed a bin realignment technique to 
remove bubbles using a tap swapping method before sam-
pling the primitive TDL code from the encoder. However, 
the bin realignment method is complicated and requires at 
least two cycles of FPGA synthesis for a complete tap order 
calibration procedure with a PC at initialization. This is also 
time-consuming during the runtime [28, 29]. Inspired by 
the solution implemented in [30], a one-counter encoder is 
adopted in this study as a robust bubble-proof encoder.

As mentioned previously, the bubble problem is caused 
by the disorder of taps when they are transported from the 
delay lines to the encoder. Therefore, the "1" and "0" are suf-
ficient to accurately represent the time it takes for the hit sig-
nal to propagate in this system, no matter the taps’ sequence. 
This also applies when the taps from different delay lines 
are used. The tap values for each delay line represent the 
corresponding propagation times. When the hit signal was 
collectively fed into these delay lines, the tap values in each 
delay line effectively underwent multiple samplings of the 
same signal, thereby increasing the precision of the meas-
urement results. This enhancement led to better granularity 
and resolution.

The ones-counter is an intuitive way to add all the tap 
values together for counting "1"s in delay lines. However, 

Fig. 6   Delay line structure
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it is essential to consider the actual computational perfor-
mance. Through experiments, we found that it is unfeasible 
to directly add all tap values together at once because the 
adder is composed of cascaded look-up tables (LUTs) in the 
FPGA (PL), and the time consumption is a combination of 
computations within a certain stage of cascaded LUTs and 
transportation between stages. Therefore, adopting a step-
by-step calculation method for the counter was necessary. 
The computational module is shown in Fig.  7. We imple-
mented a computational module to implement a step-by-step 
calculation method in one counter. We grouped the primitive 
tap values from all four delay lines into sets of six elements 
that were added together using LUT-6, a type of primitive 
cell on the Xilinx Development Board. The output of the six-
element adder is then transformed into a 3-bit binary form 
by setting specific parameters in the LUT-6 s. Next, we sum 
the 3-bit binary values from every pair of groups to obtain a 
4-bit binary value. This process was repeated for 10 stages, 
resulting in the outcome of a 10-bit binary value sent to the 
edge controller for synthesis.

2.1.3 � Channel controller

After encoding the time interval into binary form, the result-
ing data indicate the current propagation time within the 
delay lines. However, when a hit signal occurs, a binary 
value is generated and changes during propagation. We 
proposed the module shown in Fig.  8, which uses a state 
machine structure to address this issue. The module has two 
states: state-ready, which is an idle mode waiting for a hit 
signal and assigning the binary value from the encoder to a 

new variable, and state-keep, which is a mode that keeps the 
data received at the beginning of the hit signal. If we attempt 
to maintain the data after both the hit signal and the change 
to state-keep, a pattern delay could occur, causing the data 
to become outdated. Therefore, assigning and maintaining 
state-ready data in another state is better. The locked data 
are then transferred to the edge controller module for further 
computation.

2.1.4 � Edge controller

The edge controller module is a core component of the TDC 
and is responsible for managing the time interval data from 
both fine counters, including the start and stop channels and 
the coarse counter.

The coarse counter counts the time interval using a digital 
counter running on the system clock and the control logic.

The measurement span depends on the coarse bit width; 
a wider bit width results in a broader range.

Fig. 7   Ones-counter encoder

Fig. 8   Channel controller
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We use a flag to control the coarse counter, which starts 
and stops counting in a pipeline-like manner.

When the start signal is high, and the stop signal is low, 
the coarse counter switches to counter mode and increments 
by one on every system clock. After the stop signal switches 
to active, regardless of the state of the start signal, the coarse 
counter switches to the keep mode and remains in this mode 
until the stop signal switches back to inactive, thus complet-
ing the overall calculation.

The edge controller logic requires more state machines 
than its coarse counterparts. It has four states: state-ready, 
state-readout-fine, state-output, and state-wait-for-ending, 
as shown in Fig. 9. In the state-ready mode, the module is 
idle before receiving a start-hit signal. The state-readout-
fine captures the real-time output of the two channels and 
sets two flags to declare. One path was reserved for sending 
data at the state readout, and it was fine. If there is an unan-
ticipated delay during transportation, the module switches 
to the wait-for-end state until completion. This processing 
logic is simple but useful when dealing with sequential mis-
sions. Subsequently, the data generated from the start and 
stop channels can be transported to the next stage for a time 
interval transformation.

2.1.5 � Calibration and output

The output from the edge controller module is stored as 
32-bit data containing a 10-bit coarse count, 10-bit start 
channel count, and 10-bit stop channel count. To transform 
these primitive binary count values into actual time inter-
vals, we must consider that the delay times of each delay cell 
are different. A significant error will occur if we multiply 
the count value by a fixed bin width. The key to this pro-
cess is determining the width of each bin by adding the bin 
sizes through which the hit signal has propagated through 
a process called calibration. After the calibration, the time 
interval between the start and stop hit signals was calculated 
using the algorithm shown in Fig.  4.

Conversion from bin numbers to picosecond is as follows 
[31, 32]:

where Ti represents the measured time interval of the hit 
signal propagated through the i bins. Wn is the corresponding 
width of the nth bin.

TDC calibration mechanisms are often required for mod-
ern FPGAs, and the bin-by-bin calibration method has been 
widely used to enhance the linearity of TDC [28]. Typically, 
TDCs based on FPGA require several steps to implement 
this function. First, they constructed a connection inter-
face, such as a universal asynchronous receiver/transmitter 
(UART) and peripheral component interconnect express 
(PCIE), etc., on the FPGA and sent primitive count values 
to the PC for analysis of the bin width. Then, the construc-
tion of the time mapping is implemented through storage 
media, such as block random access memory (BRAM), 
which requires a time period to initiate. Finally, when a new 
group of fine count values arrives, it serves as an index for 
determining the corresponding value stored in the BRAM in 
advance. The result is then output through the communica-
tion interface to a PC [17].

However, the process is complicated, time-consuming, 
and requires a long time to initiate the system.

Therefore, we propose a new calibration method for 
ZYNQ, as shown in Fig. 5 to improve the development effi-
ciency. The calibration mechanism on the PS section.

After obtaining the actual bin widths through the required 
code-density test method [24, 33], which was introduced 
in Sect. 4.1, the calibration maps were transformed into an 
array form of the C language using Python and inserted into 
the codes of the PS part. This significantly decreases the 
time consumption for initialization, which is required to ini-
tialize BRAM before the system runs. The 32-bit primitive 
count data, combined with the coarse count, count from the 
start channel, and count from the stop channel, are stored 
in a FIFO on the FPGA for later transmission. The AXI 
transports these data from PL to the PS, which are read from 
FIFO without omission, even at different system clocks. 

(6)Ti =

i−1∑

n=1

Wn +
Wi

2
,

Fig. 9   Edge controller
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The coupled primitive data were disassembled into a coarse 
count, starting count, and stopping count at the ARM.

The calibration process involved inserting these count 
values into predefined calibration map arrays. Finally, the 
readable measured time interval is sent to the PC through 
the UART.

3 � Implement details

3.1 � Time sequence control

Time sequence control is a critical aspect of developing 
an FPGA program. We used many primitive design cells, 
such as the D flip-flop with clock enable and asynchronous 
clear (FDCE), to precisely control the signal flow tempo. 
The stages of FDCE should be the same as the number of 
paths that one logical calculation requires to maintain logi-
cal health.

It is also essential to determine the time required for a 
logical calculation before setting the system clock to ensure 
that the logical operation requirements are met. Methods 
also exist to address time errors when a high system clock is 
required for certain systems. For example, dividing a com-
plicated logical calculation module into several pieces run-
ning simultaneously is a commonly used approach, such as 
in this study.

4 � Performance evaluation

We implemented a real-time synchronization calibration 
system on a ZYNQ-7000 self-developed board and tested 
its performance through time interval measurement ability 
experiments. The ZYNQ-7000 self-developed board and the 
implemented block diagram are shown in Fig. 10.

To evaluate the performance of the core TDC, we placed 
two channels (start and stop channels in Fig. 5) to minimize 
the offset. In addition, we utilized an arbitrary waveform 
generator (model AFG3252) from Tektronix as an external 
signal source. The same square-wave signal produced by 
the generator was simultaneously fed into two channels via 
two subminiature-version-a connector (SMA) connections to 
reduce measurement errors and jitter from cables connecting 
the signal resource and evaluation board. The frequency was 
selected to ensure the completeness of the hit signal. The 
time interval between hit signals was adjusted by modifying 
the phase difference between the two output channels. When 
hit signals were detected, the TDC recorded both channels’ 
coarse and fine timestamps, which were read by a PC via the 
universal asynchronous receiver/transmitter interface of the 
ARM part on the board.

4.1 � Bin width and resolution

The bin width is a quantifiable indicator of the physical 
delay chain and represents the actual time interval of one 
delay cell.

The TDC bin widths can be measured using a code-
density test, in which the output of the wave generator is 
controlled such that its frequency is not correlated with 
the system clock. The hit signal can be treated as a ran-
dom signal for the two channels because the arrival time 
is not fixed according to the asynchronous rhythm of the 
TDC’s sample time. Because of the equal probability of 
the hit signal arrival time during one clock period, the 
corresponding frequency of the hit signal detected in one 
TDC bin reflects the TDC bin width.

According to the number of hits collected in the x-th 
bin, the corresponding TDC bin width can be calculated 
as follows:

where Wx is the bin width of the x-th bin. Htotal is the number 
of random hits. And Hx is the number of hits that prolifer-
ate within a certain bin. Tsys denotes the clock period of the 
system.

We set the hit signal emission frequency to 20.11111 
MHz, which is approximately unrelated to the system 
clock at 500 MHz (with a clock period of 2 ns) and at least 

(7)Wx =
Hx × Tsys

Htotal

(a) (b)

Fig. 10   (Color online) a The self-developed board and b the imple-
mented block diagram
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120,000 hits as one data set to calculate the bin width for 
calculation robustness.

During code-density tests, we discovered that the dis-
tance between the entrances of the hit signal could have a 
subtle impact on the widths of the first and last bins. If the 
distance is too small, the width of the first few bins will be 
zero, which can lead to dissatisfaction with cell placement 
within one clock region unless the system clock frequency 
is increased.

However, this could affect the system stability and make 
the last bin too large. In contrast, if the distance is too large, 
the TDC’s first delay bin width will be too large to represent 
the actual time interval accurately.

The experimental results for the situations too close to 
and too far away are shown in Fig.  11. The first and second 
bins widths were 123.89 ps in Fig.  11a. The final bin width 
was 207.64 ps in Fig.  11b, which was unsatisfactory.

Usually, we cannot determine the physical positions of 
the input IOs (input/output) on an already designed board, 
but pursuing a sweet point for placement is still necessary. 
After multiple adjustments, we found a suitable location for 
the delay lines. Figure 12 shows the final code-density test 
results. The effective bins of the start channel begin at bin 
72 with a width of 0.0765 ps and end at bin 798 with a 
width of 0.2142 ps. The effective bins of the stop channel 
begin at bin 41 with a width of 6.7936 ps and end at bin 
798 with a width of 0.0765 ps. By interpolating these bins 
into one system clock period (2 ns), a higher resolution can 
be achieved, with an average of 2.75 ps and 2.71 ps for two 
channels, respectively.

The differential nonlinearity (DNL) and integral nonlin-
earity (INL) can be deduced from the measured bin widths 
in Fig. 12, and both are used to describe nonlinearity. DNL 
is defined as every bin deviation from the average bin width, 
whereas INL is defined as the collected deviation of the 
current bin by summing the deviation values before it. The 
calculation method for DNL and INL can be expanded as 
follows:

and

where DNLx is the DNL of the x-th bin, and Wx is the x-
th bin width. Correspondingly, wave is the average channel 
bin width. The equation of INL is easily understood. The 
measured DNL and INL of the start channel are − 0.99 to 
5.30 LSB (the least significant bit) and −6.99 to 17.86 LSB 
as shown in Fig. 13a and b. And that of the stop channel are 
− 0.98 to 4.15 LSB and − 2.10 to 17.86 LSB, respectively, 
as shown in Fig. 13c and d.

(8)DNLx = Wx −Wave∕LBS

(9)INLx =

x∑

j=0

DNLj

The INL indicates the error when treating the average bin 
width as the real bin width. Hence, bin-by-bin calibration is 
essential to solve this problem, as mentioned in Sect.  2.1.5. 
The final results after calibration without INL were used as 
the measurement results.

4.2 � Time interval tests

The root mean square (RMS) represents the measurement 
uncertainty introduced by jitter and quantization errors [34]. 
It is evaluated using multiple time interval measurements 
for a certain time interval, generated by adjusting the output 
phase of one channel on the wave generator. The calculation 
method is followed as Eq. 6. Similar to the bin-width tests, 

(a)

(b)

Fig. 11   Measured bin widths as a remotely placed and b close placed
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we considered 120,000 test data points as one data set. The 
RMS histogram with a typical normal distribution tested at 
0 ps is shown in Fig. 14.

We conducted a series of time interval tests ranging 
from 0 ps to 24,000 ps. To balance the stride and range, 
we used a test step of 100 ps in the range of 0–6000 ps, 
250 ps in the range of 6000–10,000 ps, 500 ps in the 
range of 10,000–20,000 ps, and 1000 ps in the range of 
20,000–24,000 ps. The results are shown in Fig. 15.

The best RMS performance appears when the time inter-
val is 0 ps, achieving 4.11-ps RMS precision, and deterio-
rates slightly after that. Upon checking the primitive coun-
ter values, we found that the closer the time interval is to 
the 0 ps, the less likely the coarse counter is to engage in 

the final time calculation. Only a few measurements were 
obtained with the coarse counter in the repetitive measure-
ment of the time interval near 0 ps, which represents that the 
lower jitter of the coarse counter will be introduced to the 
result. This occurs only when the starting hit signal arrives 
at the end of one coarse counter period in the start channel, 
and the stopping hit signal emerges at the beginning of the 
coarse counter period in the stop channel. However, even 
for a micro-signal, it is still difficult to ensure the arrival 
time; hence, the coarse counter will always be considered. 
The measured time interval value of about 342.78 ps at 0 ps 
can be considered as the offset time of this system, resulting 
from the length deviation of the two input signal cables and 
the pathway length required for the two-channel signals to 
cross. This is because these internal factors introduce only 
a delay at 0 ps. A later time interval result was obtained by 
subtracting the measured value from the offset value. As 
shown in Fig. 15, the RMS precision ranges from about 5.0 
ps to 5.9 ps with an average of 5.5 ps, and the deviation from 
the corresponding time is in a range of less than 10 ps, which 
is acceptable as a requirement of the white rabbit system.

4.3 � Temperature

Generally, there is a close connection between temperature 
and FPGA performance. Therefore, it is essential to test this 
system at different temperatures. The general working tem-
perature ranged from 40 to 65 °C; therefore, we used a hair 
dryer to heat the board and maintain the temperature with 
the help of an electric fan.

Because the transmission speed of the hit signal differed 
at different temperatures, we generated a calibration table 
at 60 °C, which already covered the longest pathway record 
in one delay line. The test results are presented in Fig. 16. 
Performance changed with temperature. The best RMS pre-
cision appears at 40 °C at approximately 3.85 ps because this 
temperature is the most suitable for this board. The second-
best RMS precision appears at 55 °C about 3.93 ps, which 
is better than that at 60 °C because the calibration is set at 
60 °C near 55 °C, and lower temperature will make FPGA 
more linear. After heating the system from 40 °C, the per-
formance began to deteriorate until it reached a turning point 
in the middle of the 45–50 °C. The deviations in the time 
intervals were less than the average RMS precision of the 
system. This demonstrates the system’s robustness when the 
calibration table is set to a suitable state.

4.4 � Logic resources consumption

Table 1 summarizes the resource utilization in the two-
channel system. The data extracted from the implementation 
report by Vivado (2018) demonstrated low-resource con-
sumption and good potential for multichannel applications.

(a)

(b)

Fig. 12   Bin width of a the start channel and b the stop channel
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5 � Conclusion

In particle accelerators, a common approach to achieve 
higher energy and beam intensity is to cascade multiple 
accelerators of different types. In the case of HIAF, the beam 
generated by the ion source is accelerated through a super-
conducting linear accelerator (iLinac) before being injected 
into BRing. The beam undergoes acceleration through a 
series of interconnected accelerators. It is eventually directed 
to the experimental terminal for relevant experiments, which 
poses scheduling problems for distributed devices over a 
certain range and a real-time calibration challenge for the 
timing system.

This paper describes a novel architecture of a real-time 
calibration module used for the white rabbit timing system, 
which can achieve high-resolution online calibration for 
different subunits. We introduce a multiline time-to-digital 
converter based on an ARM-based System-on-Chip (SoC) as 

(a) (b)

(c) (d)

Fig. 13   Measured DNL and INL of the start channel (a, b) and the stop channel (c, d)

Fig. 14   Measured RMS at 0 ps
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the core calibration component, with a novel edge control-
ler and a highly effective calibration module that benefits 
from the SoC architecture. The hardware implementation of 
this system is described in detail. The experimental results 
indicate that the proposed calibration system is suitable 
for 5.51-ps precision calibration missions, even in extreme 
environments.

The design presented in this study refines the calibra-
tion precision of the HIAF timing system. This eliminates 
the errors caused by manual calibration without efficiency 
loss and provides data support for fault diagnosis. It can 
also be easily tailored or ported to other devices for specific 
applications and provides more space for the development 

(a)

(b)

Fig. 15   a The RMS precision and b the deviation values from the 
corresponding time in a range from 0 ps to 24,000 ps

(a)

(b)

Fig. 16   a The measured RMS and b the deviation values at 0 ps as 
the temperature changing from 40 to 65 °C

Table 1   Logic resources utilization

Resource Utilization Available Utilization (%)

LUT 3194 171,900 1.86
LUTRAM 66 70,400 0.09
FF 6826 343,800 1.99
BRAM 4 500 0.8
IO 4 250 1.6
PLL 1 8 12.5
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of timing systems for particle accelerators, such as white 
rabbits on HIAF.
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