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Abstract
Currently, with the advent of high-repetition-rate laser-plasma experiments, the demand for online diagnosis for the X-ray 
spectrum is increasing because the laser-plasma-generated X-ray spectrum is very important for characterizing electron 
dynamics and applications. In this study, scintillators and silicon PIN (P-type–intrinsic-N-type semiconductor) diodes were 
used to construct a wideband online filter stack spectrometer. The X-ray sensor and filter arrangement was optimized using 
a genetic algorithm to minimize the condition number of the response matrix. Consequently, the unfolding error was sig-
nificantly reduced based on numerical experiments. The detector responses were quantitatively calibrated by irradiating the 
scintillator and PIN diode with various nuclides and comparing the measured �-ray peaks. A prototype 15-channel spec-
trometer was developed by integrating an X-ray detector with front- and back-end electronics. The prototype spectrometer 
could record X-ray pulse signals at a repetition rate of 1 kHz. Furthermore, an optimized spectrometer was employed to 
record the real-time spectra of laser-driven bremsstrahlung sources. This optimized spectrometer offers a compact solution 
for spectrum diagnostics of ultrashort X-ray pulses, exhibiting improved accuracy in terms of spectrum measurements and 
repetition rates, and could be widely used in next-generation high-repetition-rate high-power laser facilities.
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1  Introduction

Laser-driven plasma-based electron accelerators and X-ray 
sources powered by ultra-intense laser technology have been 
extensively researched in recent years. With an accelerating 
gradient of approximately 100 GeV/m in laser plasma accel-
erators, electrons can be accelerated to hundreds of MeV 
within a few millimeters [1]. Subsequently, these electrons 
can generate X-rays through betatron radiation [2], inverse 
Compton scattering [3–5], and bremsstrahlung [6], thus 
providing tabletop alternatives to large-scale conventional 
accelerator-based X-ray sources. These X-ray sources have 
advantages such as femtosecond duration, micron-sized 
source dimensions, and a wide spectral range [7], thereby 
exhibiting tremendous potential for multiple applications 
[8], including biological radiography [9], non-destructive 
testing [10, 11], and high-energy-density physics [12, 13].

The research and application of laser-driven tabletop 
X-ray sources require a unique set of diagnostics [14]. 
Among them, X-ray spectrometers are particularly impor-
tant as they characterize electron dynamics in plasma [4, 5, 
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15, 16] and are useful in various applications [13]. Multi-
ple types of spectrometers have been developed to cover a 
wide range of photon energies, from a few keV to tens of 
MeV, in laser-plasma experiments. For X-rays below 30 keV, 
charge-coupled devices (CCDs) operating under single-pho-
ton counting mode provide high-resolution X-ray spectra by 
identifying individual X-ray photon signals in a single image 
frame [17, 18]. Crystal spectrometers can be employed for 
X-rays below 100 keV, and the spectrum can be measured 
by detecting the angular distribution of X-rays diffracted by 
the crystal [19, 20]. For X-rays with energies in the range of 
hundreds of keV, an electron-track-based spectrometer has 
been proposed that reconstructs X-ray energies by detecting 
Compton electron tracks and energies using silicon trackers 
[21]. For X-rays greater than 1 MeV, the Compton spectrom-
eter converts the X-rays into electrons via forward Compton 
scattering. Compton electron spectra are measured using a 
magnetic spectrometer, from which X-ray spectra can be 
derived [22–26]. Although the aforementioned spectrom-
eters are sensitive to X-rays within relatively narrow energy 
ranges, the filter stack spectrometer (FSS) enables the diag-
nosis of X-ray spectra over a wide band, typically ranging 
from tens of keV to hundreds of MeV. A FSS employs a 
stack of filters interlaced with X-ray sensors [27–29], and 
the characteristic parameters of the X-ray spectra can be 
reconstructed from the response matrix (RM) and sensor 
signals. Additionally, FSSs have the advantages of simple 
manufacturing and simple operation; therefore, they have 
been widely used in laser-plasma experiments.

Currently, many FSSs utilize image plates (IPs) as X-ray 
sensors [27–29] because of their reusability, high sensitiv-
ity to X-rays, versatility, and resistance to electromagnetic 
pulses [30, 31]. However, the IP signals must be read offline 
using an IP scanner, which takes approximately 10 min for 
data reading. This offline readout time does not meet the 
requirements of high-repetition-rate laser-plasma experi-
ments. Given the importance of high repetition rates in 
studying experimental laws and optimizing accelerators and 
X-ray sources [32–34], there is a need for online diagnosis of 
the wideband spectrum of laser-induced X-rays.

Scintillators and semiconductors are commonly used in 
X-ray sensors [35]. Scintillators convert X-rays into visible 
scintillation light, which can be easily transformed into 
electric signals using a photoelectric converter. In con-
trast, semiconductors convert X-rays into charge carriers 
(electrons and holes). Electric signals are generated at the 
electrode as the charge carriers drift under a bias voltage. 
The decay time of scintillators and the charge carrier drift 
time of semiconductors typically range from a few to hun-
dreds of nanoseconds. Therefore, electrical signals can be 
recorded and processed online using an electric readout 
system. Consequently, an FSS constructed with scintilla-
tors or semiconductors would allow for a fast repetition 

rate, aligned with the current state-of-the-art and next-
generation laser systems. Recently, online FSSs based on 
scintillators have been developed [36–39] utilizing CCDs 
or complementary metal-oxide-semiconductor (CMOS) 
cameras as photoelectric converters. Notably, scintillator-
based FSSs have already been employed in experiments 
[40–42], demonstrating exceptional performance in wide-
band X/�-ray detection. However, certain aspects of the 
currently developed online FSS techniques require further 
improvement.

First, the light-collection efficiency is low because 
the lens of CCDs or CMOS cameras covers only a small 
solid angle. This limitation can result in high statistical 
uncertainties, particularly under conditions of low X-ray 
fluence. Second, the calibration and stability of the scintil-
lation light-collection efficiency pose challenges owing to 
the non-solid nature of light couplings. Finally, the FSS 
configuration has not been adequately optimized, resulting 
in a severely ill-conditioned RM. These limitations may 
contribute to a relatively large error in X-ray spectrum 
determination.

In this paper, we propose an optimized online fast X-ray 
spectroscopy system (FSS) and present its implementation 
herein. To address the ill-conditioned RM, we employed 
a genetic algorithm [43] to optimize the sensor and filter 
arrangement. To achieve robust light coupling and a high 
light-collection efficiency, we utilized PIN diodes with large 
sensitive areas and low noise as the photoelectric converters. 
Furthermore, PIN diodes were employed as sensors in the 
channels closest to the X-ray sources, enabling the direct 
detection of low-energy X-rays and improving the unfold-
ing accuracy within an energy range of tens to one hundred 
keV. The proposed configuration allows for direct calibra-
tion of the light-collection efficiency and alleviates the 
ill-conditioned nature of the RM. According to numerical 
experiments, the relative deviation of the true and unfolded 
spectra can be decreased to approximately 16% . The electri-
cal signals from the PIN diodes are amplified using in-house 
built trans-impedance amplifiers (TIAs) and main ampli-
fiers, and then digitized by a multi-channel data acquisition 
(DAQ) system based on the DRS4 chip [44]. The proposed 
online FSS integrates filters, X-ray sensors, front-end elec-
tronics (FEE), and the DAQ system, resulting in a compact 
and user-friendly system. Notably, the proposed online FSS 
exhibits sensitivity to X-rays ranging from tens of keV to 
hundreds of MeV, enabling the recording of X-ray pulse 
signals at a repetition rate of 1 kHz. By contrast, CCD- or 
CMOS-based FSSs typically have a maximum repetition 
rate of 100 Hz [36]. Furthermore, the proposed online FSS 
demonstrates an energy measurement error of less than 1% , 
whereas traditional IP systems have a 20% energy measure-
ment error [29], thereby providing a more accurate unfolding 
spectrum.
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2 � Methodology

2.1 � Spectrometer optimization

The most significant drawback of the FSS is the ill-posed 
linear system, which results in substantial errors in spec-
trum measurements. Because the scintillator can function as 
both filter and sensor, parameters such as the layer thickness, 
number of layers, filter density, and scintillator density need 
to be finely tuned to alleviate the ill-conditioned nature of 
the RM. Rusby et al. [36] optimized their online FSS based 
on the difference in the scintillator output within the energy 
range of interest. The optimal scintillator should exhibit the 
largest difference in scintillator output. However, this opti-
mization criterion was spectrum-dependent and the scintilla-
tor thicknesses were kept constant, limiting the optimization 
efficiency.

To propose a universal optimization method, we first 
establish a formal model for encoding an X-ray spectrum 
S(E) into the experimental channel Di for an N-channel FSS. 
The mathematical definitions and notation employed in this 
study are consistent with those used by Fehl et al. [45, 46]. 
Di can be written as follows:

where Di represents the experimental channel data, 
Ri(E)i = 1N denotes the response function,   di represents 
the noise-free channel data, and �i represents uncertainties 
and noise. Equation (1) can be expressed in vector–matrix 
notation as follows:

The errors that affect the unfolding accuracy can be divided 
into two parts. The first part is the perturbation ΔD super-
imposed on D during the data-gathering process, which 
includes factors such as statistical uncertainty, signal noise, 
digitization errors, and uncorrected signal baselines, among 
others. The second part is the bias between the experi-
mentally measured or simulated RM and the actual RM, 
expressed as ℝ → ℝ + Δℝ . The presence of Δℝ can be 
attributed to drifts and uncertainties in the fitting parameters, 
such as the calibration of the light yield and light-collection 
efficiency discussed in Sect. 2.3. Because (Δℝ)S is analo-
gous to ΔD [46], only ΔD is discussed here.

Solving Eq. (2) poses challenges because it is an ill-posed 
problem. Various unfolding algorithms can be employed to 
address this problem, including regularization methods, 
least-squares spectrum adjustment, parameter estimation, 
iterative unfolding methods, and the maximum entropy prin-
ciple [47]. However, these unfolding algorithms often strug-
gle to provide mathematically rigorous or realistic estimates 

(1)Di = ∫
EMAX

0

Ri(E)S(E)dE + �i = di + �i (i = 1,…N),

(2)D = ℝS + ΔD = d + ΔD.

of the error propagation relationship between the spectral 
unfolding error ΔS and the data perturbation ΔD . Neverthe-
less, it is worth noting that the error propagation relationship 
between ΔS and ΔD is primarily determined via the response 
function ℝ . For instance, an upper-bound measure for ΔS 
can be estimated from ΔD and the condition number of the 
RM is denoted by Cond(ℝ) , as described in [45].

where ��D�� = (
∑N

i=1
D2

i
)
1

2 represents the norm of D . RM ℝ 
can be either a square or non-square matrix [48], and the 
condition number Cond(ℝ) can be calculated via singular 
value decomposition. By reducing Cond(ℝ) , for example, by 
alleviating the ill-conditioned nature of the RM, the upper-
bound measure of ΔS can be lowered, resulting in improved 
precision in terms of the spectrum measurements. Further-
more, Cond(ℝ) is determined solely by the FSS configura-
tion. Hence, Cond(ℝ) can serve as a measure of merit for 
FSS optimization, independent of the spectrum.

Another challenge in spectrometer optimization is the 
multi-parameter optimization problem. FSS typically com-
prises numerous filter and sensor layers, and the thickness 
and density (determined by the material) of each layer can 
affect Cond(ℝ) . Consequently, multiple parameters must be 
optimized. Owing to the practical limitations on the layer 
thickness for both the filter and sensor, as well as the absence 
of derivatives and linearity in this problem, the genetic algo-
rithm is a suitable method for optimization.

Several factors restrict the range of the optimization 
parameters. In an FSS, filters and sensors closer to the 
X-ray source are typically thinner, whereas those farther 
away are thicker. This design ensures that most low-energy 
X-rays deposit their energy in the layers near the sources and 
high-energy X-rays do so in the layers farther away. Conse-
quently, RM ℝ has a smaller condition number ( Cond(ℝ) ). 
To address the low light-collection efficiency of thin scintil-
lators, which can result in significant statistical errors, sen-
sors with a 300 μ m depletion layer thickness, such as PIN 
diodes, were used in the layers near the X-ray source. For 
custom production convenience, the scintillators are made 
of Gd3Al2Ga3O12 (GAGG) [49], while the filters are made 
of aluminum or copper. After determining the number of 
layers, Cond(ℝ) should be minimized because it is scale-
dependent. Considering that the number of layers is a trade-
off between the applicable energy range and the complex-
ity of the signal readout system, 15 layers were selected, 
including six PIN diodes and nine scintillators. The overall 
configuration of the proposed online FSS is listed in Table 1. 
The layer number represents the distance from the X-ray 
source with the filter closer to the source in each layer. As an 
aluminum film of 50 μ m is always used as the first layer for 
electromagnetic shielding, the parameters to be optimized 

(3)||ΔS||∕||S|| ≤ Cond(ℝ)||ΔD||∕||D||,
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are the filter thickness in layers 2–15 and the scintillator 
thickness in layers 7–15.

A key aspect for implementing the genetic algorithm is 
the fitness assignment method. As the population consists 
of 2000 individuals and there are 300 iterations, approxi-
mately 6 × 105 Cond(ℝ) calculations, i.e., RM calculations, 
are required. Accurately RM calculations using the Monte 
Carlo method [28, 36, 37] consume significant computa-
tional power. To reduce the computational power require-
ment, a simplified RM calculation model that utilizes the 
X-ray mass energy absorption coefficients and mass attenu-
ation coefficient is proposed. First, the expected energy 
deposition of a single X-ray with energy E in the ith sensor, 
denoted by Edep,i(E) , can be calculated as

where �en,i(E) represents the X-ray mass energy absorption 
coefficient of the ith sensor, �j(E) represents the X-ray mass 
attenuation coefficient of the jth sensor or filter, sj and fj 
denote the thickness of the jth sensor and filter, respectively. 
Thus, the RM equation can be written as

(4)Edep,i(E) = (1 − e−�en,i(E)si) ⋅

i−1∏

j=1

e−�j(E)sj
⋅

i∏

j=1

e−�j(E)fjE,

where ESCi are the energy-signal coefficients of the ith chan-
nel. For the PIN diode,

where 3.62 eV is the pair creation energy of silicon [50], q 
is the elementary charge, and � is the gain of the electronics 
in ohm. For GAGG,

where LY is the light yield of GAGG, LCE is the light-col-
lection efficiency, and QE is the quantum efficiency of the 
photon detector. If we disregard the nonlinearity of the scin-
tillator light yield and electronics, ESCi becomes independ-
ent of th X-ray energy E. Therefore, the practical response 
equation to be solved can be derived using Eqs. (1) and (5) 
as follows:

where �
������

 is the spectral unfolding and �dep is the matrix 
notation of Edep,i(E) . An error ΔS exists between �

������
 and 

the real X-ray spectrum S owing to perturbation ΔD in D . In 
Eq. (8), �dep is equivalent to RM ℝ , and can be determined 
from Eq. (4). Therefore, the optimization process for reduc-
ing Cond(�dep) is illustrated in Fig. 1.

The genetic algorithm was implemented using the Shef-
field Genetic Algorithm toolbox [51]. The population con-
sisted of 2000 individuals, with each individual contain-
ing 14 filter thicknesses and nine scintillator thicknesses. 
These thicknesses are represented as floating-point num-
bers and encoded as bit strings to create chromosomes. 
Each individual contained 24 binary chromosomes, repre-
senting the 14 filter thicknesses and nine scintillator thick-
nesses. To consider practical layer thickness limitations, 

(5)Ri(E) = Edep,i(E) ⋅ ESCi,

(6)ESCi = 1∕3.62 × q × �i,

(7)ESCi = (LY × LCE × QE)i × q × �i,

(8)D∕ESC = �dep�������.

Table 1   General configuration of the proposed online FSS

Layer Filter Sensor Layer Filter Sensor

1 Al Si-PIN 9 Cu GAGG​
2 Al Si-PIN 10 Cu GAGG​
3 Al Si-PIN 11 Cu GAGG​
4 Al Si-PIN 12 Cu GAGG​
5 Al Si-PIN 13 Cu GAGG​
6 Al Si-PIN 14 Cu GAGG​
7 Cu GAGG​ 15 Cu GAGG​
8 Cu GAGG​

Population Initialization
Generate a number of random FSS
configurations in the given ranges

Fitness Assignment
Calculate dep and Cond( dep ) for

each configurations

Selection

Crossover

Mutation

Generate
New

Population

Termination
criteria met? End

Return the FSS 
configuration with 

minimum Cond( dep ) in 
all generations

Yes

No

Fig. 1   Optimization process of the proposed online FSS using the genetic algorithm
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lower and upper limits were set for the filters and scintil-
lators, 0.01 and 50 mm and 2 and 50 mm, respectively. 
Each binary chromosome uses 20 bits to ensure sufficient 
precision. For the iterations, all filter thicknesses were set 
to zero, and any thickness below 0.1 mm was also set to 
zero. The generation gap, mutation probability, and crosso-
ver probability were set to 0.9, 0.01, and 0.7, respectively. 
The termination criterion was reached when the iteration 
time was 300.

The minimum and average Cond(�dep) values during the 
iterations are shown in Fig. 2. The optimal Cond(�dep) is 
approximately 4 × 104 , which represents a significant reduc-
tion compared with the unoptimized online FSS configu-
ration. For instance, the previously reported CsI FSS [37] 
exhibited a Cond(�dep) of 2 × 1012 (considering 15 channels). 
The optimal configuration obtained during the iterations is 
listed in Table 2. The 0.01-mm precision is maintained, 

considering that the machining tolerance of the GAGG 
crystal is 0.02 mm.

It is worth noting that the optimization process using a 
simple RM calculation model has certain limitations. First, 
because the mass attenuation and mass X-ray absorption 
coefficients are available only within an energy range of 1 
keV to 20 MeV, the optimization process considers X-rays 
ranging from 10 keV to 10 MeV. Second, it is well known 
that the simple RM calculation model does not consider sec-
ondary effects, such as Compton scattering and pair produc-
tion processes, which become dominant in photon–matter 
interactions starting at hundreds of keV. Consequently, the 
simple RM calculation model results deviate from the actual 
values above hundreds of keV. However, it still provides 
a reasonable estimation of the actual RM, and we demon-
strated that optimization is an effective approach for achiev-
ing a partially optimized structure. This is evident from the 
significant reduction in the unfolding error, as demonstrated 
next.

2.2 � Unfolding spectrometer response

Numerical experiments were conducted to test the unfolding 
procedure and evaluate the accuracy of the unfolded radia-
tion spectra. Using Eqs. (2) and (5), the expected energy 
deposition �dep , X-ray spectrum S , energy-signal coefficients 
ESC , and perturbation ΔD were calculated and modeled to 
simulate the channel data.

First, the optimized online FSS was modeled using 
GEANT4 [52], a simulation platform using the Monte Carlo 
method, to obtain an accurate �dep . The simulation model 
consists of the filters, sensors, scintillation photon detec-
tor, PIN diode carrier board, collimator, shielding, and other 
mechanical parts. The incident X-rays were simulated as 
pencil-like beams uniformly and randomly distributed within 
a 6-mm-diameter circle, matching the collimator diameter. 
The energy range of the incident X-rays was set from 10 
keV to 200 MeV. For each energy bin, the X-ray energies 
were uniformly and randomly sampled and 107 X-rays were 
simulated. The energy deposition curves of the X-ray beams 
impinging on the online FSS, i.e., �dep , are shown in Fig. 3.

The X-ray spectrum S is modeled as follows:

where SBeta(E) = AE�exp(−�E) represents the on-axis beta-
tron component, SBrems =

B

E
(� − ln(E)) represents the on-axis 

bremsstrahlung component, and SBG(E) = Cexp(−�E) rep-
resents the background component [28, 53]. Note that E is 
in MeV. Parameters A, � , � , B, � , C, and � define the shape 
of the curves and the fluence ratios of the three components. 
Specifically, they are set to 12.47, 0.768, 7.52, 4.09 × 10−4 , 
3.88, 0.01, and 1, respectively. In this scenario, the betatron 

(9)S(E) = SBeta(E) + SBrems(E) + SBG(E),

0 50 100 150 200 250 300
generations

510

610

710

810

910

1010

1110
)

de
p

C
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d (
ΕΕ

)
dep

Minimum Cond(ΕΕ

)
dep

Average Cond(ΕΕ

Fig. 2   (Color online) Evolution of Cond(�dep) during the genetic 
algorithm iterations

Table 2   Optimized configuration of the proposed online FSS

Layer Filter Thickness (mm) Sensor Thickness (mm)

1 Al 0.05 Si-PIN 0.3
2 Al 0 Si-PIN 0.3
3 Al 0 Si-PIN 0.3
4 Al 2.82 Si-PIN 0.3
5 Al 9.95 Si-PIN 0.3
6 Al 24.34 Si-PIN 0.3
7 Cu 3.53 GAGG​ 2
8 Cu 10.07 GAGG​ 2
9 Cu 4.73 GAGG​ 4.44
10 Cu 6.97 GAGG​ 13.04
11 Cu 0.57 GAGG​ 12.15
12 Cu 13 GAGG​ 33.74
13 Cu 1.14 GAGG​ 21.65
14 Cu 18.24 GAGG​ 33.2
15 Cu 34.52 GAGG​ 50
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radiation critical and peak energies are 0.25 and 0.1 MeV, 
respectively, and the fluence ratio of the background compo-
nent is 7% . This represents a typical betatron radiation spec-
trum with background [28]. Assuming X-ray energies rang-
ing from 10 keV to 10 MeV and a total photon count of 105 , 
the simulated energy depositions in the online FSS channels 
were obtained by multiplying the expected energy deposition 
�dep by the photon count in each energy bin, S(E)dE.

ESC can be estimated using Eqs.(6) and (7). GAGG-
HL-type GAGG crystals manufactured by EPIC CRYSTAL 
Co., Ltd., with a light yield LY of 54000 photons/MeV were 
used in this study. The light-collection efficiency LCE was 
approximately 60% under typical packaging and optical cou-
pling conditions [54]. The maximum emission wavelength 
for GAGG is approximately 530 nm [49], and the quantum 
efficiency QE of PIN diodes, such as the 0.3-mm Si-PIN, 
is approximately 90% at a wavelength of 530 nm. Because 
ESC may vary owing to the different scintillators, packag-
ing, and optical couplings, it was experimentally calibrated 
as described in Sect. 2.3. The FEE gains ( � ) are the product 
of the gains of the TIAs and main amplifiers, which col-
lectively determine the overall gain of the electronic unit. 
The gains of the TIAs and main amplifiers were determined 
individually to ensure that the signal amplitudes conformed 
to the dynamic ranges of each stage. A detailed discussion of 
� is provided in Sect. 3.2 and the values are listed in Table 4.

The perturbation ΔD is primarily caused by the statisti-
cal uncertainty �(E)st , where E represents the energy depo-
sition in the detector, and the electronic noise �noise . The 
t o t a l  p e r t u r b a t i o n  �total  i s  c a l c u l a t e d  a s 
�total =

√
�(E)2

st
+ �

2
noise

 . The statistical uncertainty in the 
PIN diode channels  can be  est imated us ing 
�(E)st = 2.355

√
F ⋅ E ⋅W  , where F = 0.12 is the Fano fac-

tor and W = 3.62 eV is the energy required for the forma-
tion of a charge carrier pair. Statistical uncertainties in the 
GAGG channels were estimated based on a previous 

calibration experiment conducted in our laboratory using 
r a d i o a c t i v e  s o u r c e s  [ 5 4 ] .  I n  p a r t i c u l a r , 
�(E)st = 0.09 ⋅ 662 × 103 ⋅

√
662×103

E
 . The electronic noise 

model is complex and beyond the scope of this study. The 
calculation method for the electronic noise in a high-speed 
waveform-sampling detector is described in detail in [55]. 
According to Cang et al. [55], when the pulse amplitude 
fully utilizes the ADC range and the integration time win-
dow is 150 ns, the electronic noise reaches approximately 
0.12% . Considering that our time integration window is 
600 ns and the pulse amplitude may vary from pulse to 
pulse, a 1% electronic noise error estimation is reasonable. 
Therefore, an electronic noise of �noise = 0.01 × Di is 
applied to all channels, where Di represents the noise-free 
channel data.

Based on the simulated channel data, Dsim , the unfolded 
X-ray spectrum was obtained by solving Eq. (8) using the 
expectation–maximization method [56]. The convergence 
degree is indicated by the normalized mean absolute dis-
tance (MAD) between the fitting and simulated channel data.

where N denotes the number of channels. Using a constant 
function of unity as the initial guess for Sunfold(E)dE , the 
fitting errors for different numbers of iterations are plotted 
in Fig. 4a. In the case of the optimized GAGG array (rep-
resented by the red open circles), the fitting error initially 
decreases rapidly to a low level within the first few steps 
and eventually reaches < 1% after 50 steps. The deviation 

(10)MADdata =
1

N

∑ |Di,fit − Di,sim|
Di,sim

,
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between the unfolded spectrum and the spectrum model 
function is also indicated by the normalized MAD between 
them.

where M denotes the number of energy bins. As shown in 
Fig. 4b, the divergence can reach a minimum of approxi-
mately 16% in an energy range of 10 keV to 10 MeV when 
the fitting converges. In this study, 100 iteration steps were 
chosen, which is sufficiently large to observe the conver-
gence properties, obtain a reasonable spectrum shape, and 
fit the response of the FSS, as shown in Fig. 5. It should 
be noted that the choice of the unfolding algorithm can 
significantly affect the unfolding results, and the expecta-
tion–maximization method was selected because of its abil-
ity to avoid the need for many additional constraints and its 
greater universality.

For a comparative analysis, the CsI array proposed by 
Behm et al. [37] and the BGO array proposed by Rusby 
et al. [36] were also simulated following the aforemen-
tioned procedure. The channel number and noise level 
were kept the same as those in the GAGG array, that is, 
15 channels. The thickness of the BGO crystals was 0.2 
cm. The condition numbers for the CsI and BGO arrays 
were 2 × 1012 and 1 × 1012 , respectively. The correspond-
ing minimum fitting errors were 115% for the CsI array 
and 133% for the BGO array, respectively, as shown in 
Fig. 4. The unfolding error of the optimized GAGG array 
was significantly reduced compared to that of the CsI and 
BGO arrays with uniform thickness.

(11)MADspec =
1

M

∑ |Sunfold(E)dE − S(E)dE|
S(E)dE

,

2.3 � Quantitative calibration of the spectrometer 
response

An accurate RM determination is of vital importance for 
precise spectrum unfolding. In Eq. (5), Edep,i(E) can be pre-
cisely obtained through Monte Carlo simulations [28, 36, 
37]. However, ESC must be experimentally calibrated for 
scintillator channels because the light yield LY and light-
collection efficiency LCE can vary depending on the scintil-
lators, packages, and optical couplings, making it challeng-
ing to model and calculate them.

The most challenging aspect of the experimental calibra-
tion campaign for LY and LCE is determining the energy 
deposition in the scintillators. Behm et al. [37] performed 
an experimental calibration by measuring the scintillation 
signal resulting from bremsstrahlung interactions. They 
theoretically calculated the bremsstrahlung X-ray beam in 
GEANT4 by simulating the collision of a typical electron 
beam with a 9-mm-thick piece of lead. The energy deposi-
tion in the CsI array was then determined using GEANT4. 
Rusby et al. [36] calibrated their online FSS by exposing the 
detector to radiation sources for an extended period of time 
and integrating the camera images. Energy deposition during 
this period was also determined via GEANT4 simulation.

In the optimized online FSS, a PIN diode with a 0.3-mm 
Si-PIN was also used as the scintillation photon detector. 
The 300-μ m depletion layer of the 0.3-mm Si-PIN allows 
us to obtain LY × LCE × QE by comparing the full-energy 
peaks of the radioactive sources. One source directly irradi-
ates the PIN diode 0.3-mm Si-PIN, while the other irradiates 
the GAGG scintillator [57]. The energy deposition in the 
scintillators, that is, the gamma ray lines of the radioactive 
sources, can be accurately determined, thereby providing 
more reliable calibration results.

The calibration experiment utilized 241 Am with a 59.5-
keV line and 22 Na with a 1274.5-keV line. Charge-sensitive 
pre-amplifiers were used instead of TIAs to amplify the 
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signals induced by the radioactive sources. An example of 
the spectrum measured during the experiment for a single 
channel is shown in Fig. 6. The peak positions were obtained 
by fitting the experimental spectrum using a Gaussian curve 
superimposed on a second-order polynomial background, 
denoted by the green lines; the background is represented 
by the brown lines.

As the readout electronics are identical for GAGG and 
PIN diodes, according to Eqs. (5)–(7), LY × LCE × QE can 
be calculated as follows:

where PGAGG and PPIN are the fitting peak positions in the 
experimental spectrum, Edep,GAGG and Edep,PIN are the energy 
depositions in GAGG and PIN diodes, which are 1274.5 
and 59.5 keV, respectively. The corresponding spectra are 
shown in Fig. 6, PGAGG and PPIN are 1.0646 ± 0.0002 and 
0.4314 ± 0.0001 V, respectively; therefore, LY × LCE × QE 
= 31826 ± 5 electrons/MeV.

3 � Implementation

An online FSS prototype was built and calibrated using the 
aforementioned methods. A schematic of the online FSS 
prototype is shown in Fig. 7. Similar to classic radiation 
detectors [58], the FSS prototype comprises sensors, FEE, 
a DAQ system, and various software. The prototype com-
prises six PIN diode channels and nine GAGG scintillator 
channels as X-ray sensors, which are interleaved with alu-
minum and copper filters. The collimator and laser sight 
are located in front of the PIN diode sensors, and the laser 
sight is replaced with an outer collimator once the FSS is 
mounted. The scintillators are coupled with PIN diodes as 
photon detectors. The signal output pins of the PIN diodes 
are connected to an FEE board. The following DAQ board 

(12)LY × LCE × QE =
PGAGGEdep,PIN

3.62[eV] ⋅ PPINEdep,GAGG

,

provides the capability for 16-channel waveform digitiza-
tion and communication. In addition, a power board supplies 
low-noise ±5 V and 70 V power to the FEE and PIN diodes. 
To avoid interference from scattered X-rays, the filters and 
X-ray sensors are shielded by a 1-cm-thick lead layer and a 
1-cm-diameter aperture allowing for X-ray incidence. The 
aperture is covered with a 50-μm-thick aluminum foil for 
electromagnetic shielding. The electronics are housed in 
an enclosed copper and aluminum box for electromagnetic 
shielding. The external interface includes only a 12-V power 
supply cable and a USB communication cable.

3.1 � Filter and sensor unit

GAGG scintillators were chosen because of their good 
mechanical characteristics, non-hygroscopic properties, high 
light yield (30–70 ph/keV), and fast decay times ( ∼100 ns). 
The scintillators had front faces measuring 1 cm × 1 cm with 
variable thicknesses. The filter and scintillator configura-
tions are listed in Table 3. The prototype configuration was 
obtained using the original version of our optimization code 
without proper constraints on the thickness, resulting in a 
configuration different from that listed in Table 2. Neverthe-
less, the condition number of the prototype response matrix 
is 6 × 105 , which is close to the optimized condition number 
presented in Sect. 2.1 (compared with the uniform-thickness 
configuration), and an improved performance is expected.

The reflection layers of the scintillators are enhanced 
specular reflectors (ESRs), 65-μ m polymers with high 
reflectance (>98% ) manufactured by 3M. The ESRs 
were cut into specific shapes to allow the coupling of the 
scintillation light from the side of the scintillators. The 
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Laser Sight
or Outer Collimator

GAGG Array
PIN Array

FEE and DAQ Box

Scattered X-ray and
Electromagnetic Shielding

Aluminum Foil

Photon
Detector
Board

Fig. 7   (Color online) Cross-sectional view of the online FSS proto-
type

Table 3   Configuration of the online FSS prototype

Layer Filter Thickness (mm) Sensor Thickness (mm)

1 Al 0.05 Si-PIN 0.3
2 Al 0.59 Si-PIN 0.3
3 Al 0 Si-PIN 0.3
4 Cu 0.11 Si-PIN 0.3
5 Al 0 Si-PIN 0.3
6 Al 5.5 Si-PIN 0.3
7 Cu 45.55 GAGG​ 2.6
8 Cu 2.63 GAGG​ 4.85
9 Cu 1.3 GAGG​ 8.67
10 Cu 11.59 GAGG​ 8.58
11 Cu 2.52 GAGG​ 23.26
12 Cu 2.06 GAGG​ 14.26
13 Cu 12.94 GAGG​ 9.49
14 Cu 3.16 GAGG​ 31.23
15 Cu 4.91 GAGG​ 19.58
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scintillators were fixed to an aluminum frame and inter-
leaved with filters, as shown in Fig. 8.

The scintillation light output is bright when the scintil-
lators are irradiated by laser-induced brilliant X-ray pulses, 
for example, >5 × 107 scintillation photons ( 103 MeV × 
54000 photons/MeV) per channel per pulse. A non-multi-
plying photon detector is suitable for collecting scintilla-
tion light. To improve the light-collection efficiency and 
coupling stability, a PIN diode with a large sensitive area 
(1 cm × 1 cm) was used as the photon detector, and the 
PIN diodes were directly coupled with the scintillators 
using optical grease. As there are six PIN diode chan-
nels used as X-ray sensors, all PIN diodes are mounted on 
one PIN diode carrier board vertically or horizontally, as 
shown in Fig. 9.

The sensors, filters, and PIN diodes were placed in an 
X-ray and electromagnetic shielding enclosure along with 
the collimator and laser sight, making up the filter and sen-
sor unit, as shown in Fig. 10. Bias voltages and electric sig-
nals were applied or elicited using coaxial cables.

Using the calibration method described in Sect. 2.3, 
the LY × LCE × QE values for the nine GAGG scintilla-
tion channels were calibrated experimentally, as shown in 

Fig. 11. Error bars are not visible in this figure because of 
the low peak fitting error.

3.2 � Electronics unit

The PIN diode signal is fed to a TIA via alternating cur-
rent (AC) coupling, and a standard high-speed amplifier 
with a 1.6-GHz gain bandwidth product is adopted as the 
TIA amplifier. A 2000-ohm resistor connects the cathode of 
the PIN diode to the ground, serving as the direct-current 
(DC) path, which can limit the current of the PIN diode 
and increase the system reliability. The TIA is followed by 
the main amplifier, which adjusts the voltage amplitude to 
match the dynamic range of the DAQ system. In addition 
to the 16-channel TIAs and main amplifiers, the FEE board 
includes a trigger circuit to generate an inner trigger signal 
for the DAQ system.

The FEE circuit gains are determined to ensure that the 
signal amplitude is within the dynamic range of each cir-
cuit stage. First, the energy deposition per pulse in the PIN 
diodes and scintillators was calculated using GEANT4. The 
spectrum of the X-ray source was modeled using Eq. (9) 
with a photon fluence of 1 × 1011 photons/sr/pulse, and is 
located 1 m away from the collimator of the online FSS. 
Therefore, the number of X-ray photons passing through the 
collimating aperture is 2.8 × 106 per pulse.

The temporal waveforms were calculated using the tran-
sient response model, which includes the GAGG scintilla-
tion light, PIN diode output current, and output voltage of 
each circuit stage. The PIN diode was treated as a second-
order Butterworth low-pass filter (LPF) with a 40-MHz -3 
dB bandwidth [59]. The transient response of the GAGG 
scintillator can be expressed as a single exponential decay 
signal with a decay time of 100 ns, and the TIA can also 
be treated as a second-order Butterworth LPF with a -3 dB 
bandwidth of 

√
GBP∕(2�RFCD) [54], where GBP is the 1.6-

GHz gain bandwidth product, RF is the feedback resistance, 

Filters Scintillators with ESR reflectorsX-ray incidence direction
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and CD is the input capacitance of the TIA. CD is mainly 
attributed to the terminal capacitance of the PIN diodes and 
the stray capacitance of the cables, and is in the order of ∼
100 pF. The main amplifier was designed as an inverting 
second-order voltage-controlled voltage source LPF with 
a 10-MHz −3 dB bandwidth. The simulated FEE output 
waveform obtained by the transient response model is plot-
ted along with the experimental waveform measured in the 
laser-plasma experiment, as shown in Fig. 12. The simulated 
waveform is in good agreement with the experimental wave-
form, e.g., the relative difference in the peak amplitudes is 
less than 2% when the integrals from 130 to 700 ns are equal 
(with the same energy depositions), thus validating the tran-
sient response model built in this study.

As the voltage output swing of the TIA is 0–3 V and the 
input dynamic range of the DAQ system is 1 V, the main 
amplifier gains are determined to fully utilize the dynamic 
range of the DAQ system, which is 0.32. Then, using the 
transient response model, the TIA gains are determined to 
ensure that the peak amplitudes of the 15-channel TIA out-
puts are in the order of 500 mV. The results are presented in 
Table 4, with the TIA and main amplifier gains listed on the 
left and right sides of the multiplication signs, respectively. 
The main purpose of this section is to describe the hardware 
design. As the X-ray fluence can vary significantly in dif-
ferent laser-plasma experiments, the FEE is designed as a 
plug-in module so that the gains can be determined using the 
described methods and can be easily changed.

To preserve the temporal waveform information and 
enable flexible digital signal processing, a commercial 
16-channel high-speed analog-to-digital conversion module 
based on DRS4 chips was adopted as the DAQ system. The 
DAQ system provides a 1-GHz sample rate, a 1024-sample 
acquisition window (equivalent to 1.024 μ s at 1 GHz), and 
a 30-MB/s transfer rate (using the USB 2.0 protocol). Given 
that the GAGG decay time is 100 ns, a 1.024-μ s acquisition 
window is sufficient to capture the complete waveform. The 

online FSS system requires a high repetition rate of several 
hundred kHz. However, the DAQ data transfer rate imposes 
a limitation of approximately 1 kHz, calculated as 30 MB/s 
divided by “16 channels × 12 bits/sample × 1024 samples/
channel/pulse,” resulting in 1220 pulses/s. In future cam-
paigns in which higher repetition rates may be available, 
upgrading the data transfer protocol would allow for a faster 
online FSS system.

4 � Bremsstrahlung experiment

To test the functionality of the online FSS design, the pro-
totype was implemented in a laser-driven bremsstrahlung 
experiment to facilitate the diagnosis of the X/�-ray spec-
trum. Laser-driven bremsstrahlung offers several advantages, 
including high energy, micro-spot size, and a compact sys-
tem scale, thereby leading to a significant improvement in 
the resolution of high-energy computed tomography (CT) 
[60]. These bremsstrahlung sources typically operate at high 
repetition rates. Real-time monitoring of the spectrum plays 
a vital role in evaluating the stability of the radiation source 
and aids in CT image reconstruction.

The experiment was conducted utilizing a high-repetition 
laser system with a 100-TW power, as shown in Fig. 13. 
During the experiment, a laser pulse was focused onto the 
gas chamber to generate high-energy low-emittance electron 
beams via a laser wakefield acceleration (LWFA) mecha-
nism. The laser beam was focused onto a 25-μ m spot using 
an off-axis parabolic mirror with a 2-m focal length, which 
captured approximately 58% of the laser energy. By reducing 
the pulse duration to as short as 24 fs, a peak intensity of 
approximately 4.4 × 1018 W∕cm2 was achieved at the target 
point with an energy input of 2 J. A 4-mm-long gas cham-
ber served as the target for generating the electron beams. 
Pure nitrogen was used to enhance the plasma density and 
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FEE output

Table 4   FEE gains

Channels 1–6 7–12 13–15

� in ohm 100 × 0.32 200 × 0.32 1000 × 0.32
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Fig. 13   (Color online) Bremsstrahlung experimental setup
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increase the total charge via ionized injection. The molecular 
density reached approximately 1.4 × 1019 cm−3 at a pressure 
of 1000 kPa.

First, the LWFA electron beam properties were assessed 
using an electron spectrometer. The electron beam traversed 
a 300-μm-thick beryllium vacuum window, with the electron 
spectrometer positioned downstream of the vacuum window. 
The measured electron spectra are shown in Fig. 14. The 
LWFA electron beam exhibited a divergence of approxi-
mately 7 mrad and charge of approximately 1000 pC. The 
energy of the electron beam ranged from 5 to 150 MeV.

Subsequently, the electron spectrometer was dismounted, 
and a 3-mm tungsten converter was positioned 25 cm from 
the gas target to generate intense bremsstrahlung radiation. 
To deflect the transmission electrons, a 10-cm magnet with 
a magnetic field strength of 0.8 Tesla was placed behind the 
converter. The online FSS, situated at a distance of 1.2 m 
from the tungsten converter, was responsible for detecting 
the on-axis bremsstrahlung spectrum. The waveform meas-
urements from a single shot are presented in Fig. 15. For the 
GAGG channels, the waveforms were integrated over a time 
window of 100–700 ns, while for the PIN diode channels, 
integration was performed for 100–250 ns. These integrated 
waveforms constituted the experimental channel data and are 
denoted by D . There are also some pulse-shaping methods 
that can be used to calculate D if the X-ray sources have a 
very high repetition rate and the waveforms accumulate [61, 
62]. The expected energy deposition ( �dep ) was obtained 
via Geant4 simulation and the energy-signal coefficients 
( ESC ) were derived and computed using Eqs. (6) and (7). 
The spectra were obtained by solving Eq. (8) via the expec-
tation–maximization method with 100 iteration steps.

The bremsstrahlung was generated at a repetition rate of 
0.1 Hz, and the real-time responses of the online FSS were 
recorded. From the collected waveforms, a subset of five 
shots exhibiting suitable pulse amplitudes was selected for 
subsequent unfolding to obtain the bremsstrahlung spec-
tra. The average bremsstrahlung spectrum and its standard 

deviation for the five shots are depicted by the blue line 
in Fig. 16. In addition, the bremsstrahlung spectrum was 
simulated using GEANT4. In the simulation, 5 × 109 elec-
trons were injected into a 3-mm tungsten converter with 
the electron spectral shape shown in Fig. 14. The on-axis 
bremsstrahlung within the acceptance angle of the online 
FSS (approximately 10−5 rad) was recorded. The simulated 
bremsstrahlung spectrum is depicted by the red line in 
Fig. 16. The experimental spectrum exhibits good agree-
ment with the simulated spectrum, particularly in the energy 
range of 1–80 MeV. The incident electrons in the simula-
tion possess a total charge of 800 pC, which is consistent 
with the charge measured using the electron spectrom-
eter. It is worth noting that the bremsstrahlung spectrum 
from a thick converter is challenging to model using ana-
lytical formulas owing to the significant bremsstrahlung 
absorption by the converter itself [63]. Consequently, the 
parameter-fitting unfolding techniques employed in previ-
ous studies [28, 29, 40] are not applicable to this particu-
lar bremsstrahlung. However, by enhancing the FSS struc-
ture design and improving the data acquisition accuracy, 
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the expectation–maximization method can be employed 
to unfold the spectrum with higher precision. The recon-
structed photon flux reduction caused by self-absorption 
below 1 MeV matched well and was consistent with the 
simulated spectrum. Nevertheless, a notable discrepancy 
exists between the simulation and experimental results at 
approximately 1 MeV. This discrepancy may be attributed 
to the presence of scattered background in the experiment, 
which was not considered in the Geant4 simulation.

5 � Conclusion

In this paper, we propose an optimization method that uti-
lizes a genetic algorithm to address the ill-posed nature 
of the FSS system. The condition number of the response 
matrix (RM) is employed as the optimization criterion. To 
enhance the unfolding accuracy across energy bands rang-
ing from tens of keV to tens of MeV, we employed high-
density GAGG scintillators and silicon PIN diodes. Monte 
Carlo simulation results demonstrated that the optimized 
FSS configuration yielded significantly improved accuracy 
when measuring typical spectra within this energy range.

The optimized online FSS featuring PIN diodes as scintil-
lation photon detectors was successfully implemented. This 
choice enhances the light-collection efficiency and ensures 
stable coupling, further improving the unfolding accuracy. 
In addition, the use of PIN diodes facilitates the quantitative 
calibration of light yields and light-collection efficiencies. 
The electrical signals from the PIN diodes were amplified 
and digitized using a custom front-end electronics (FEE) 
module and a commercial data acquisition (DAQ) card. The 
current online FSS prototype operates at a repetition rate of 
1 kHz with the potential for further enhancement by increas-
ing the data transfer rate of the DAQ card, e.g., using an 
80-MB/s optical link interface or a USB 3.0 interface. By 
eliminating the need for an image plate (IP) scanner or a 
high-speed CCD/CMOS, the proposed online FSS system 
offers the advantages of cost-effectiveness and compactness.

The functionality of the online FSS prototype was vali-
dated through a laser-driven bremsstrahlung experiment. 
The bremsstrahlung spectrum was recorded in real time and 
exhibited good agreement with the simulated bremsstrahl-
ung spectrum. In future work, we will conduct additional 
system test experiments and enhance the electromagnetic 
compatibility to develop a low-noise system with high 
unfolding accuracy. Additionally, we will investigate meth-
odologies for identifying improved FSS structures by lever-
aging supercomputers for Monte Carlo RM calculations and 
optimizing parameters such as the number of layers. These 
investigations will be conducted with the aim of satisfying 
the accuracy requirements associated with diverse experi-
mental scenarios. As the demand for high repetition rates 

and accuracy increases, this optimized, integrated, compact, 
and cost-effective online FSS technique is promising for 
advancing laser-plasma research and application.
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