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Abstract
Time-encoded imaging is useful for identifying potential special nuclear materials and other radioactive sources at a dis-
tance. In this study, a large field-of-view time-encoded imager was developed for gamma-ray and neutron source hotspot 
imaging based on a depth-of-interaction (DOI) detector. The imager primarily consists of a DOI detector system and a 
rotary dual-layer cylindrical coded mask. An EJ276 plastic scintillator coupled with two SiPMs was designed as the DOI 
detector to increase the field of view and improve the imager performance. The difference in signal time at both ends and 
the log of the signal amplitude ratio were used to calculate the interaction position resolution. The position resolution of the 
DOI detector was calibrated using a collimated Cs-137 source, and the full width at half maximum of the reconstruction 
position of the Gaussian fitting curve was approximately 4.4 cm. The DOI detector can be arbitrarily divided into several 
units to independently reconstruct the source distribution images. The unit length was optimized via Am-Be source-location 
experiments. A multidetector filtering method is proposed for image denoising. This method can effectively reduce image 
noise caused by poor DOI detector position resolution. The vertical field of view of the imager was (− 55°, 55°) when the 
detector was placed in the center of the coded mask. A DT neutron source at 20 m standoff could be located within 2400 s 
with an angular resolution of 3.5°.
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1 Introduction

Gamma-ray and neutron source hotspot imaging has 
emerged as a critical tool for monitoring radiation facilities 
and preventing the illicit transportation of nuclear materi-
als [1, 2]. This imaging technique has significant academic 
importance in the fields of radiation safety, nuclear secu-
rity, and non-proliferation. In the realm of radiation facility 
monitoring, gamma-ray and neutron source hotspot imag-
ing provides valuable insights into the spatial distribution 
and intensity of radiation sources within these facilities [3]. 
Furthermore, it aids in the identification and characterization 
of localized regions with elevated radiation levels, enabling 
facility operators to assess potential hazards and effectively 
mitigate risks [4]. Previous studies have contributed to 
the development of mathematical models and simulation 
techniques that provide quantitative analyses and predic-
tive capabilities for radiation distribution within facilities. 
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From a nuclear security perspective, gamma-ray and neu-
tron source hotspot imaging plays a vital role in counter-
ing the illicit transportation of nuclear materials. Academic 
research has focused on the development of sophisticated 
detectors and imaging systems capable of detecting shielded 
or hidden radioactive sources. These previous studies [2–5] 
investigated various detection principles such as gamma-ray 
spectroscopy, neutron counting [6], and imaging algorithms 
[7] to enhance the sensitivity, resolution, and efficiency of 
hotspot imaging. Furthermore, researchers [8, 9] have ana-
lyzed the use of advanced data analysis techniques, includ-
ing machine learning and artificial intelligence, to improve 
the detection and classification of potential threats in a real-
time basis. Contributions in this regard have helped develop 
robust methodologies and protocols for the reliable iden-
tification of illicit nuclear materials during transportation 
[10], thus strengthening international nuclear security. Addi-
tionally, advanced imaging algorithms [12] and process-
ing techniques [13] have been explored to extract valuable 
information from hotspot images, enabling a more accurate 
and reliable radiation source location identification. Further-
more, academic research has been conducted to assess the 
challenges and limitations associated with gamma-ray and 
neutron source hotspot imaging. These studies [10–13] aim 
to refine imaging techniques, enhance radiation detection 
sensitivity, and reduce false-alarm rates. Contributions from 
the academic community have facilitated the development 
of standardized procedures, calibration methodologies, and 
performance evaluation criteria for hotspot imaging systems 
to ensure consistent and reliable results across different 
applications and environments.

The three commonly used instruments for dual-particle 
(gamma ray and neutron) hotspot imaging are neutron-
scattering (Compton) cameras, spatially coded aperture 
imagers, and time-encoded imagers. A neutron-scattering 
camera typically consists of a two-layer organic scintillator 
detector array [14]. The incident neutron (photon) interacts 
with the first-layer detector, which records the energy of the 
recoil proton (electron). Scattered neutrons (photons) can 
be detected by the next-layer detector. The time-of-flight 
between the two detectors is used for neutron/gamma-ray 
discrimination and to calculate the energy of the scattered 
neutrons. Because the time-of-flight method is used for neu-
tron/gamma-ray discrimination, individual detectors do not 
require such discrimination capabilities. The energy of the 
recoil protons and scattered neutrons can be used to calcu-
late the incident direction relative to the detector position 
[15, 16]. These coincidence events are used to determine 
the position of the radioactive sources. The sensitivity (effi-
ciency) of scattering cameras is low because of the require-
ment of coincidence events. In some scattering camera 
designs, an additional inorganic scintillator array layer is 
added to improve the gamma-ray detection efficiency. Some 

compacted designs based on a depth-of-interaction (DOI) 
detector is proposed for obtaining a 4π field-of-view (FOV); 
however, the FOV is non-uniform and the sensitivity further 
reduces due to the small detector size [17]. A spatially coded 
aperture imager typically consists of a detector array and a 
stationary coded mask [18, 19]. The detector should enable 
neutron/gamma-ray discrimination [20], and the coded mask 
should shield fast neutrons and gamma rays for dual-particle 
measurements. Similar to the gamma-ray camera principle, 
the count pattern of the detector array differs because of the 
presence of a coded mask [21]. The radioactive source can 
be located based on the count pattern of the detector array. In 
addition, spatially coded aperture imagers exhibit an excel-
lent angular resolution and sensitivity. However, the relative 
position between the detector array and coded mask limits 
the FOV in certain directions [22, 23]. In a time-encoded 
imager, the device typically consists of a single detector and 
a moving coded mask [24, 25]. A rotating cylindrical coded 
mask around the detector is the most commonly used mask 
design for increasing the FOV [26–29]. If there is a radioac-
tive source in the imager FOV during a measurement, the 
count rate changes over the rotation angle as the cylindrical 
mask rotates around the detector. In other words, the count 
rate of the detector changes over time. Therefore, the device 
is called a time-encoded imager. The count vector varies 
when the source is at a different position.

As mentioned above, compared with neutron-scattering 
cameras and spatially coded aperture imagers, the most 
important feature of time-encoded imagers is that they 
require only one detector rather than a detector array. There-
fore, they offer advantages such as lower cost, fewer detec-
tors, lower device complexity, high detection efficiency, and 
a large FOV [29, 30]. In previous studies, one- and two-
dimensional time-encoded imagers with different coded 
masks and central detectors were designed for neutron and 
gamma-ray source hotspot imaging [31–33]. The detection 
efficiency (sensitivity) and angular resolution are the two 
most important performance metrics for time-encoded imag-
ers [34]. The central detector and coded mask are key com-
ponents that affect the imager performance [35, 36]. For the 
central detector, the larger the volume of the detector, the 
higher the detection efficiency of the imager but the worse 
the angular resolution. In other words, time-encoded imag-
ers have a trade-off between detection efficiency and angular 
resolution caused by the detector size. To improve the detec-
tion efficiency, the length of the detector must be increased; 
while to maintain a high angular resolution and low device 
complexity, a dual-ended readout DOI detector design is 
adopted to determine the particle interaction position.

In this study, a large FOV dual-particle time-encoded 
imager based on a DOI detector was designed for perfor-
mance optimization. The DOI detector based on a dual-
ended readout EJ276 plastic scintillator was calibrated for 
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position resolution. An image-denoising method for DOI 
detector-based time-encoded imaging is proposed to sup-
press random noise in the reconstructed source distribution. 
The performance of this imager, including its FOV and sen-
sitivity, was evaluated experimentally.

2  Materials and methods

The dual-particle time-encoded imager primarily consists of 
a DOI detector (central detector) and a rotating dual-layer 
cylindrical coded mask. The detector is placed at the center 
of the mask. This section describes the design of the central 
detector, coded mask, and image reconstruction method.

2.1  Depth‑of‑interaction detector configuration 
and position response principle

A DOI detector is a type of radiation detector designed to 
determine the depth or position at which a radiation event 
occurs within the detector volume. Traditional radiation 
detectors, such as scintillation detectors, provide energy 
information but not accurate positional information for 
radiation events that occur within the detector. DOI detec-
tors are particularly important in applications that require 
accurate spatial resolution, such as medical imaging [37], 
high-energy physics experiments, and nuclear imaging. 
Image quality can be improved by providing a more precise 
radiation event localization, leading to better resolution, 
reduced blurring, and increased sensitivity.

Several techniques have been used to measure the DOI 
in detectors. One common approach is to use scintilla-
tion crystals with unique light output distributions along 
the crystal depth [38]. The scintillation light is read out 
by an array of photodetectors, and the variation in the 
light distribution allows the determination of the inter-
action depth. This technique is commonly used in posi-
tron emission tomography (PET) scanners, where DOI 
detectors can improve the spatial resolution and image 
quality [39]. Another approach is to use pixelated or seg-
mented detectors, in which each segment or pixel has its 
own readout electronics. By analyzing the signals from 
different segments, the DOI detector can determine the 
interaction depth based on the energy deposition distribu-
tion within the detector. In a dual-particle time-encoded 
imager, neutron/gamma-ray discrimination capability is 
a basic requirement for the central detector. The central 
detector should preferably have high detection efficiencies 
for fast neutrons and gamma rays. Plastic (EJ276), liq-
uid, and CLYC scintillators are candidates for the central 
detector. These scintillators have good neutron/gamma-ray 
discrimination capabilities. A CLYC scintillator is diffi-
cult to machine to such lengths (more than 10 cm) and is 

relatively expensive. Furthermore, its intrinsic detection 
efficiency for fast neutrons is relatively low, approximately 
1%, which is significantly lower than that of organic scin-
tillators. When comparing plastic and liquid scintillators, 
the primary concern revolves around the processing chal-
lenges. In this study, a one-dimensional position-sensitive 
detector based on a dual-ended readout rod-shaped EJ276 
plastic scintillator [40] was designed and assembled. The 
design and position response principle of the detector is 
described next.

As shown in Fig. 1a, the EJ276 plastic scintillator (size: 
Φ3 cm × 15 cm) coupled with two SiPMs (SensL, ARRAYJ-
60035-4P) was encapsulated in an aluminum housing. The 
diameter and length of the detector were 3.5 and 21 cm, 
respectively. The reflector between the aluminum shell 
and scintillator consists of a 0.12 mm layer of white nylon 
and a 50 μm aluminized film. The white nylon serves as 
a reflective medium, helping to enhance the reflection of 
light towards the scintillator, while the aluminized film 
provides additional reflection and helps minimize light 
loss. This combination of materials effectively optimizes 
the light collection efficiency of the detector system. The 
active area of the SiPM (2 × 2) was 12.46 mm × 12.46 mm. 
The two SiPMs were powered using a voltage power supply 
(RIGOL DP832). The operating voltage of the SiPM was set 
to + 29.5 V (available voltage range: + 24–30 V). The output 
signals were recorded using a Desktop Waveform Digitizer 
(CAEN, DT5730). The amplitude, incident time, and pulse 
shape discrimination (PSD) of each signal were recorded for 
pulse shape discrimination and position resolution.

In general, when a particle interacts with a scintillator, the 
signal is recorded at both ends at short intervals. The differ-
ence between the signals at the two ends is used to determine 
the interaction position. The difference in time and log of the 
signal amplitude ratio can be used for position resolution. 
As shown in Fig. 1b, the length of the scintillator is 2l; the 
coordinate origin is the center of the detector; the interac-
tion location, i.e., the coordinates of the scintillation light 
production location, is z; the number of scintillation photons 
produced in an interaction is 2P; the linear attenuation coef-
ficient of the scintillator is μ; and the photon transport speed 
in the scintillator is c.

The number of photons arriving at each end of the detec-
tor is as follows:

The signal amplitudes A1, A2 are proportional to P1, P2, 
respectively. Theoretically, the interaction location z can be 
determined based on the log of the signal amplitude ratio, 
as follows:

(1)P1 = P ⋅ e−�(l−z),

(2)P2 = P ⋅ e−�(l+z).
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The moment when the signal arrives at each end of the 
detector is given by

Then, z can be determined based on the difference in 
times as

In the above theoretical derivation, the diameters of 
the detector and uncollected photons were ignored, and 
the reflector reflectivity was treated as 100%. Therefore, 
z cannot be directly calculated using Eqs. (3) and (6). The 
relationship between z and the difference in times/log of 
the signal amplitude ratio must be determined through 
calibration experiments.

(3)z =
1

2�
ln

A1

A2

.

(4)t1 = (l − z)∕c,

(5)t2 = (l + z)∕c.

(6)z =
c⋅(t2−t1)

2
.

2.2  Cylindrical coded mask design

An image of the time-encoded imager is shown in Fig. 2a. 
The coded mask design principle and configuration have 
been introduced in a previous study [29].

The materials used for the outer and inner masks were 
polyethylene (PE) and brass, respectively. Polyethylene 
with a 6 cm thickness was used to modulate the fast neu-
trons. Brass with a 0.9 cm thickness was used to modu-
late the gamma rays. The mask patterns for fast neutrons 
and gamma rays were identical, as shown in Fig. 2b. The 
height of each layer was 1.63 cm, and the height of the 
aperture was reduced to 1.43 cm for easier processing. 
The center of the detector was positioned approximately 
70 cm above the ground. During the measurement process, 
a coded mask was employed, which was rotated at a uni-
form speed. The rotational speed of the mask was adjusted 
using a stepmotor controller. For more information on the 
dimensions of the coded mask, please refer to [41].

Fig. 1  a Structure of the DOI detector; b position resolution principle
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The position response function was simulated using 
MCNP5. In this simulation, the detector was divided into 
15 basic units (1 cm), allowing a detailed analysis of its 
response characteristics. The response of each unit was 
recorded using Tally F4. In other words, the position mis-
cue was ignored and the efficiencies of the different units 
were considered identical. However, the detection efficien-
cies of different detector units may differ owing to the dif-
ferent coincidence rates at both ends. The position miscue 
was treated as a count error in the image reconstruction. 
The neutron (Cf-252) and gamma-ray (Cs-137) sources 
were located 3 m from the detector. The response function 
is significantly influenced by the energy and distance of 
the radioactive source from the detector. However, during 
actual measurements, the energy and distance of a probable 
radioactive source are typically unknown. As per geometric 
calculations, the vertical and horizontal FOV for this time-
encoded imager were established as –60° ~ 60° and 0° ~ 360°, 
respectively. The smallest angular pixel was set to 1°. Given 
the properties of the EJ276 detector, the energy threshold of 
Tally F4 for neutrons and gamma rays were determined to 

be 0.5 and 0.2 MeV, respectively. The response function of 
a detector unit of varying lengths can be deduced by adding 
the responses from the corresponding basic units.

2.3  Image reconstruction and denoising methods

2.3.1  Image reconstruction method

If there is a radioactive source in the imager FOV, the count 
rate of the central detector changes with the rotation angle 
(measurement time). The measured count vector (counts at 
different angles) C during the measurement can be expressed 
as

where R is the simulated position response function; S is 
the actual source distribution; and B is the background 
count vector, which theoretically does not vary with the 
rotation angle. However, due to statistical fluctuations, the 
background counts also vary. In image reconstruction, the 
background count B is considered an error of C. It is worth 
noting that the neutron background count rate is much lower 
than that of gamma rays. Of course, the error in the meas-
ured count vector C and the preset response function will 
affect the reconstructed source distribution.

Maximum likelihood expectation maximization (MLEM) 
is an iterative algorithm commonly used in image recon-
struction [42], particularly in medical imaging techniques 
such as PET, single-photon emission computed tomography 
(SPECT), and time-encoded imaging. The MLEM method is 
used to estimate the underlying image from the acquired data 
by maximizing the likelihood of the observed data, given 
the image information. The iterative steps of the MLEM 
algorithm for time-encoded imaging are as follows:

where Sk(i, j) is the probability of pixel (i, j) in the k-th itera-
tion, R(i, j) is the preset response function, C(i) is the meas-
ured count at (measurement time bin i) rotation angle i. The 
MLEM algorithm aims to converge to an image estimate 
that maximizes the likelihood of producing the acquired data 
by assuming a statistical model of the imaging system. It 
incorporates both forward-(simulation) and back-projection 
(reconstruction) steps, repeatedly refining the estimated 
image until convergence is achieved. A step-by-step expla-
nation of the MLEM algorithm is as follows.

(1) Initialization The algorithm begins with an initial esti-
mate of the image, which is often a uniform- or low-
resolution image. In this study, a uniform image was 
used as the initial estimate.

(7)C = S⊙ R + B,

(8)Sk+1(i, j) = Sk(i, j) ⋅
[
R(i, j)⊙

C(i)

Sk(i,j)∗R(i,j)

]
,

Fig. 2  (Color online) a Image of the time-encoded imager; b mask 
pattern of the coded mask
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(2) Forward projection The estimated image is forward 
projected to obtain a modeled projection of the image. 
This step simulates the appearance of the image data if 
the estimated image is the true image.

(3) Scaling The modeled projection is scaled to match the 
measured or acquired projection data in terms of counts 
or intensity.

(4) Back projection The scaled modeled projection is back-
projected into the image space, spreading the modeled 
counts or intensity back to the pixel grid.

(5) Expectation The acquired projection data are compared 
with the back-projected result. The ratio of the meas-
ured to the modeled data is computed for each pixel or 
voxel, representing the expectation of the underlying 
counts or intensity.

(6) Maximization The estimated image is updated by mul-
tiplying it element-wise by the ratio calculated in the 
expectation step. This step increases the contribution 
of image elements that are more likely to produce the 
observed data.

(7) Repeat Steps 2–6 iteratively until convergence: The 
iterations allow for refinement of the estimated image 
by iteratively adjusting the pixel or voxel values based 
on the observed and modeled data.

2.3.2  Image denoising method

The imaging principle of the time-encoded imager was intro-
duced in the previous section. In this study, the DOI detector 
was divided into N units according to position resolution, 
and the count vector measured by each unit was indepen-
dently used for image reconstruction. Subsequently, N origi-
nal images were obtained through image reconstruction.

where C + �C
n
 is the measured count vector of the n-th 

detector unit; R + �R
n
 is the simulated response matrix of 

the n-th detector unit; �C
n
 is the count error vector in the 

n-th detector unit, which is contributed by statistical fluctua-
tions, background counts, and the interaction position mis-
cue. �R

n
 is the response error matrix for the response matrix 

of the n-th detector unit. In actual measurements, the dis-
tance, type of radioactive source, and shielding around the 
source are unknown. That is, the emitted energy spectrum of 
the source to be detected is known. Therefore, the measured 
response differs from the simulation. An adaptive response 

(9)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

C1 + 𝛿C1 =
�
S + �S1

�
⊙
�
R1 + �R1

�
C2 + 𝛿C2 =

�
S + �S2

�
⊙
�
R2 + �R2

�
⋯⋯

C
n
+ 𝛿C

n
=
�
S + �S

n

�
⊙
�
R
n
+ �R

n

�
⋯⋯

C
N
+ 𝛿C

N
=
�
S + �S

N

�
⊙
�
R
N
+ �R

N

�

correction method [13] was introduced in the image recon-
struction process to reduce �R

n
 . �C

n
 and �R

n
 are reflected 

in the noise in the reconstructed image �S
n
 . S is the actual 

source distribution. S + �S
n
 is the reconstructed image of 

the n-th detector unit.
A multi-detector denoising method is proposed for image 

denoising. This method leverages the redundancy and diver-
sity of the information captured by multiple detectors to 
enhance the signal-to-noise ratio (SNR) and improve the 
overall output quality. This is particularly useful when deal-
ing with low-SNR scenarios, where a single detector might 
not provide sufficient quality, or when the noise characteris-
tics vary across detectors, allowing for better noise estima-
tion and removal. The N original reconstructed images were 
used in the image denoising process.

where S′ is the filtered source distribution image. Consider-
ing the source of �C

n
 , the noise (error) �S

n
 is randomly dis-

tributed on S . In different original images, noise is distrib-
uted among different pixels. Therefore, the multi-detector 
denoising method can effectively suppress random noise.

3  Results and Discussion

3.1  Detector calibration

In this study, information including the interaction position, 
interaction time, and particle type (neutron/gamma ray) of 
the incident particle must be obtained by the central DOI 
detector. Therefore, calibration experiments for the DOI 
detector were conducted prior to the imaging tests. Details 
of the calibration experiments are provided in [43].

3.1.1  Energy and relative efficiency calibration

During the measurement, a coincidence event at both ends 
was considered the true count. In the response function 
simulation, the energy threshold for gamma rays and neu-
trons was set to 0.2 and 0.5 MeV, respectively; the detection 
efficiency at different incident positions was considered to 
be identical. However, the detection efficiency at different 
incident positions differed because of different attenuation 
lengths. Therefore, energy and relative efficiency calibration 
of the DOI detector was required.

A collimated Cs-137 gamma-ray source was incident 
at different positions on the detector for energy (with dif-
ferent incident positions), relative efficiency, and position 
response calibration. In addition, the Cs-137, Co-60, and 
Na-22 gamma-ray sources were incident at the center of 

(10)S′ =
N

�
N∏
1

�
S + �S

n

�
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the detector for energy (with different energies) calibra-
tion. Energy spectra with different gamma-ray energies 
from different radioactive sources are shown in Fig. 3a. 
The Compton edges of the gamma rays for each energy 

level are marked. The energy spectra of Cs-137 at different 
incident positions are shown in Fig. 3b.

The total counts when the Cs-137 gamma ray was inci-
dent at different positions minus the background counts were 

Fig. 3  (Color online) Energy calibration a with different ener-
gies (incident position at the central part), b with different incident 
positions (Cs-137), and c relative efficiency calibration; d relation-

ship between the amplitude ratio and time difference; e pulse shape 
parameter versus pulse amplitude
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used to calibrate the relative efficiency. The relative effi-
ciency of the detector center was considered to be 100%. As 
shown in Fig. 3c, for most of the central area of the detector, 
the relative efficiency is uniform and greater than 95%. After 
imager measurement, the relative efficiency was used to cor-
rect the measured counts.

3.1.2  Position response calibration

The relationship between the interaction location z and the 
difference in time/log of the signal amplitude ratio was 
determined via position-response calibration.

The hotspot moves as the incident position changes. The 
error bars represent the sigma value of the 2D Gaussian dis-
tribution. The time difference was larger than that of the 
theoretical calculations because of the timing error of the 
signals. The relationship between the difference in time T 
(ps) and log of the signal amplitude ratio A was obtained 
using the fitted line in Fig. 3d.

where A = ln(A1∕A2) , T = t1 − t2 . The values (A and T) of 
each coincidence event were obtained by projecting them 
onto a fitted line. z can be determined using either A or T 
as follows:

Although the difference between the two results is small, 
their average is considered as the final result.

The interaction position of the particles at different inci-
dent positions were determined using the aforementioned 
method. The full width at half maximum (FWHM) of the 
Gauss fitting curve was considered as the position resolu-
tion. The position resolutions in the middle and two end 
sections of the DOI detector were approximately 4.4 and 
4.9 cm, respectively. The position resolution of the middle 
part was slightly better than that of the edge.

3.1.3  Neutron/gamma‑ray discrimination

A 1.11E10 Bq Am-Be neutron source was used for the neu-
tron/gamma-ray discrimination experiment. Many gamma 
rays also exist in front of the collimator of the neutron source 
setup, including associated and secondary gamma rays 
[44]. The DOI detector was placed in a neutron/gamma-ray 
mixed field, and the measurement time was set to 1000 s. 

(11)T = 46354 × A − 1002,

(12)z = −
A+0.0179

0.0292
,

(13)z = −
T+1880

1332
.

(14)z = −

[(
A+0.0179

0.0292

)
+
(

T+1880

1332

)]

2

According to the PSD-energy value of the signal, neutron 
and gamma ray events were classified using a tail-to-total 
method [45, 46]. The times of the long (total) and short gates 
(total-tail) were optimized to 2800 and 500 ns, respectively. 
The PSD-channel distributions of the signals from the two 
ends were relatively consistent, as shown in Fig. 3e.

Neutron/gamma-ray discrimination is the first step in 
signal post-processing. For a coincidence event, the PSD-
energy information was first used to determine the type of 
particle. If the particle type is different, this is not a true 
coincidence. Then, the T–A information was used to deter-
mine the interaction position. Thus, the time, particle type, 
and interaction position of a coincidence event can be 
obtained.

3.2  Influence of the detector unit length

The aforementioned mentioned Am-Be neutron source was 
used to verify the denoising effect and optimize the detec-
tor unit length. The source was positioned at approximately 
(269°, 2°) (± 0.5°) in the given frame of reference. This indi-
cates the angular coordinates of the source, with the first 
and second numbers representing the horizontal and ver-
tical angles, respectively. The ± 0.5° uncertainty indicates 
the possible range of deviations from the specified coor-
dinates. The source-detector distance was 1.8 m. The total 
measurement time and rotational speed were set to 2000s 
and 200 s/revolution, respectively. After each revolution, 
the count of each basic detector unit at different rotation 
angles was obtained. In the image reconstruction, the detec-
tor unit length was set to 1, 3, 5, 7, and 9 cm, respectively. In 
other words, the detector was divided into 15, 5, 3, 2, and 2 
parts, corresponding to different detector lengths. When the 
detector unit length was set to 9 cm, the two detector unit 
parts overlap. The longer the detector unit, the smaller the 
error contributed by the statistical fluctuations and position 
miscues, but the worse the position response function, and 
vice versa.

First, to verify the denoising effect when the detector unit 
length was set to 5 cm, the original and corresponding fil-
tered images are shown in Fig. 4. There is considerable noise 
in the original images. As mentioned previously, the noise of 
each image varies. The filtered image is calculated accord-
ing to Eq. (10), and random noise is effectively suppressed. 
However, it must also be noted that some of the events col-
lected by the detector were considered noise owing to posi-
tion miscues. This renders the imager less efficient. In other 
words, the better the position resolution of the DOI detector, 
the better the performance of the time-encoded imager.

Theoretically, the shorter the detector length, the shaper 
the position response function and the greater the position 
miscue. The reconstructed source distribution images with 
different detector unit lengths were analyzed. When the 
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detector unit length was less than 7 cm, the neutron source 
could be correctly located at a very low noise level. When 
the detector unit length was set to 1 cm (much shorter than 
the position resolution), the filtered images exhibited an 
excellent denoising effect. Finally, when the detector unit 
length was set to 9 cm, the filtered image exhibited relatively 
obvious noise (Fig. 5).

3.3  Field‑of‑view verification

The FOV can be described in two ways:

(1) Angular FOV This measurement describes the extent 
of the scene in terms of angle. It is typically measured 
in degrees, radians or arcs.

(2) Spatial FOV This measurement quantifies the extent of 
the scene in terms of physical dimensions such as width 
and height.

For far-field imaging, angular FOV is commonly used to 
evaluate the performance of time-encoded imagers. For the 
cylindrical coded mask design, the horizonal (mask rotation 
direction) angular FOV can reach 0–360° (2π). The theoreti-
cal maximum vertical angular FOV is –90° ~ 90°. The hori-
zontal direction in which the center of the detector is located 
is considered to be 0°. The actual achievable vertical FOV 
is influenced by the mask height and the relative position 
between the detector and the coded mask.

Particles from an area outside the FOV can reach the 
detector without passing through the mask. Therefore, 
the FOV differs at different detector positions. Generally, 
as shown in Fig. 6a, for a time-encoded imager, the FOV 
is considered the field of view. However, the FOV can be 
further extended to the DOI detector. The particles from 
FOV1 can reach the entire detector by passing through the 
mask. The particles from FOV2 can reach part of the detec-
tor by passing through the mask. The particles from outside 
FOV2 reach the detector without passing through the mask. 

Fig. 4  (Color online) Original images (a–c) when the detector unit length is set to 5 cm and d filtered image
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Correspondingly, in image reconstruction, the total detec-
tor count can be used for FOV1, whereas for the edge area, 
only the count of the part detector can be used, as shown 
in Fig. 6b. The final large FOV image can be merged using 
different parts of the detector result.

A 9 ×  105 Bq Na-22 gamma-ray source was placed at dif-
ferent positions (vertical angles) for the FOV verification 
experiments. The source-detector distance remained con-
stant at 0.6 m. The Na-22 gamma-ray source was placed 
sequentially at vertical angles of 0°, 10°, 30°, 40°, 45°, 50°, 
55°, and 60°. Similarly, the total measurement time and 

rotational speed were set to 2000s and 200 s/revolution, 
respectively. The detector unit length for the image recon-
struction was 3 cm.

The results for all positions are not shown here. Except 
for the 60° position, the source placed at any position in 
this experiment could be located using this imager. The 
results for 40°, 50°, 55°, and 60° are shown in Fig. 6c–f, 
respectively. It can be concluded that the vertical FOV 
of this imager is approximately (− 55°, 55°) when the 
detector is placed at the center of the mask according 
to the reconstructed images. As shown in Fig. 6e, noise 

Fig. 5  (Color online) Reconstructed source distribution with different detector unit lengths: a 1 cm; b 3 cm; c 5 cm; d 7 cm; and e 9 cm
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Fig. 6  (Color online) a Field-of-view schematic and b corresponding detector part. Reconstructed source distribution with different source posi-
tion vertical angles: c 40°; d 50°; e 55°; and f 60°
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cannot be ignored. For the edge area, only one detector 
unit can be used for image reconstruction, and the previ-
ously mentioned denoising method cannot be used. This 
time-encoded imager provides better measurement on the 
middle part of the FOV.

3.3.1  m standoff detection

A DT neutron source [47, 48] (80 kV, 70 μA) shielded 
by 12 cm of lead and polyethylene with a 20 m standoff 
was measured to verify the sensitivity of the imager. The 
source was placed at (160°, − 2°) (± 0.5°). The neutron 
emission rate of the DT neutron generator was approx-
imately 3.2 ×  107 n/s. The total measurement time and 
rotational speed were set to 10,000 s and 200 s/revolu-
tion, respectively. After each revolution, the count of 
each basic detector unit at different rotation angles was 
obtained to reconstruct the source distribution until the 
source was correctly located. The detector unit length in 
the image reconstruction was 3 cm.

After 2400  s of measurement (approximately 2800 
total neutron counts), the DT neutron source was located. 
The corresponding source distribution image is shown 
in Fig. 7, and the angular resolution (FWHM of the hot-
spot) was better than 3.5°. Although the neutron-induced 
prompt gamma rays were emitted from the surroundings 
of the neutron source, the detector’s gamma-ray count 
rate was 1/7 higher than that of the background, and the 
gamma-ray source hotspot imaging failed. Because the 
neutron background count rate is much lower than that 
of gamma rays, for neutron and gamma-ray sources with 
the same emission rate, the sensitivity of the imager to 
neutrons is much higher than that to gamma rays.

4  Conclusions and outlooks

A time-encoded imager was designed and calibrated based 
on a DOI detector. The energy, relative efficiency, neutron/
gamma-ray discrimination, and position resolution of the 
DOI detector were calibrated. An image-denoising method 
was proposed for the DOI-detector-based time-encoded 
imager to effectively suppress random noise. The horizon-
tal FOV of the imager was 2π, while the vertical FOV was 
approximately (− 55°, 55°). A DT neutron source shielded 
by 12 cm of lead and polyethylene at a 20 m standoff could 
be located within 2400 s with an angular resolution of 3.5°.

The better the position resolution of the DOI detector, 
the better the performance of the time-encoded imager. In 
future work, the position resolution of the DOI detector will 
be optimized by replacing the fast-output SiPM and adding 
a light guide between the scintillator and SiPM. In addition, 
the vertical FOV can be adjusted by changing the position of 
the central detector according to the measurement require-
ments and specific situation considered.
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