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Abstract The single-event effect (SEE) is a serious threat

to electronics in radiation environments. The most impor-

tant issue in radiation-hardening studies is the localization

of the sensitive region in electronics to the SEE. To solve

this problem, a prototype based on a complementary metal

oxide semiconductor (CMOS) pixel sensor, i.e., Topmetal-

M, was designed for SEE localization. A beam test was

performed on the prototype at the radiation terminal of the

Heavy Ion Research Facility in Lanzhou (HIRFL). The

results indicated that the inherent deflection angle of the

prototype to the beam was 1.7�, and the angular resolution

was 0.6�. The prototype localized heavy ions with a posi-

tion resolution of 3.4 lm.

Keywords Single-event effect � Radiation resistant �
Topmetal-M

1 Introduction

Electronics used in aerospace, nuclear reactors, weapons

communities, and particle accelerators must be exposed to

radiation. This leads to radiation effects, including the

single-event effect (SEE) and total ionizing dose [1–4].

These effects can result in incorrect operation and, more

seriously, damage the electronics. Thus, radiation-harden-

ing electronics are integral in these fields.

For improving the radiation-hardening ability of elec-

tronics, one of the significant steps are to accurately

localize the sensitive region on the electronics. Consider-

able research has been performed in this area. There are

three common methods for SEE localization: pulsed laser

technology, heavy-ion microbeam technology, and beam

penetration technology [5]. In pulsed laser technology, the

setup consists of the following major parts: a laser source, a

variable attenuator, a focusing unit with an illuminator, a

charge-coupled device camera, a positioning system (XYZ

stage), and control equipment [6]. The laser emitted from

the laser source is focused onto a spot with a diameter of

approximately 1 lm to irradiate the device under test

(DUT). The DUT is mounted on a three-dimensional

positioning system, allowing a submicron displacement

resolution. By moving the positioning system, the entire

DUT can be irradiated. Studies have indicated that the

spatial resolution of pulsed laser technology is approxi-

mately 0.5 lm [7, 8]. Pulsed laser technology has the

advantages of a low cost, a high temporal resolution, a high

spatial resolution, and high-density charge injection.

However, the significantly different interactions between

photons (absorption) and ionizing particles (Coulomb

interactions) make global correlations between laser and

heavy-ion tests difficult [9, 10]. Heavy-ion microbeams
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have been useful for studying the microscopic sensitive

areas of electronics to SEEs. They allow precisely defined

quantities of ions to be introduced at a precisely defined

location. Heavy-ion microbeam technology mainly focuses

on ion beams with a spot size of several microns or even

smaller and has a spatial resolution of approximately 1

lm [11–14]. The beam is magnetically scanned, and the

DUT is irradiated by beam scanning. This technology

requires precise control of the movement of the beam spot

through the magnet. It has the disadvantages of a complex

system, high cost, long scanning time, and low efficiency.

In beam penetration technology, the beam positioning chip

is typically placed in front of the DUT, and the two chips

are placed in parallel. The relative position information

between the positioning chip and DUT should be obtained

before the test. The beam passes through the positioning

chip and hits the DUT. The sensitive region of the DUT is

determined through the high-resolution ability of the beam

positioning chip [5]. The locating system is simple, and the

location accuracy and efficiency of this technology are

high.

Monolithic active pixel sensors (MAPS) integrate sen-

sors and readout circuits on a single chip [15]. They have

the advantages of a high spatial resolution, high time res-

olution, high radiation tolerance, and low material budget

and are often used for tracking in high-energy physics

experiments. Two well-known MAPS chips are

Mimosa [16, 17], which was developed for the upgrade of

the vertex detector of the STAR experiment, and ALP-

DIE [18, 19], which was developed for the inner tracking

system of the ALICE experiment. Compared with these

two chips, Topmetal-M [20, 21]-a MAPS designed by our

team for high-energy experiments-has not only spatial

resolution but also energy resolution. Thus, it provides

more information about the ions. In this study, a prototype

based on Topmetal-M for SEE localization was designed,

and preliminary tests were conducted at HIRFL. The

results indicated that the inherent deflection angle of the

prototype to the beam was 1.7�, and the angular resolution

was 0.6�. The prototype can also localize heavy ions with a

position resolution of 3.4 lm.

2 Working principle of prototype

The principle of the SEE-locating prototype is shown in

Fig. 1. It consists of three main parts: the positioning chip

Topmetal-M, DUT, and data acquisition system (DAQ).

Topmetal-M and the DUT were mounted on two different

printed circuit boards. Mechanical tooling was used to

install the two boards. This ensured that the two boards

were parallel. Thus, Topmetal-M and the DUT were par-

allel. There were reference points for the mechanical

tooling of the two boards. The coordinates of the reference

points were fixed. A three-coordinate measuring machine

was used to measure the coordinates of the DUT and

positioning chip to their corresponding reference points.

Using this method, the relative position between Topmetal-

M and the DUT was determined before the beam test.

Heavy ions were emitted from the terminal, passed through

the air, and first hit Topmetal-M. The ions lost part of their

energy and generated electron-hole pairs when interacting

with Topmetal-M. The electrons were collected and read

out by the pixels around the hit point. Subsequently, a

cluster (yellow pixels) was formed, as shown in Fig. 1. By

calculating the center of gravity of the cluster, we obtained

the coordinate information of the hit point left by the heavy

ions on the Topmetal-M chip. After passing through the

Topmetal-M chip, the heavy ions continued to move for-

ward and eventually hit the DUT (red point in Fig. 1).

Using the relative position information of the two chips and

the hit-point coordinate information on Topmetal-M, we

determined the hit position on the DUT. Because the ions

were uniformly distributed, the entire DUT was irradiated,

with a uniform hit probability. Thus, the sensitive parts of

the DUT were more prone to SEEs. The distribution of the

sensitive map was obtained by counting the SEE events in

the different parts. This sensitive map provided guidance

for the radiation hardening design of the DUT.

Compared with heavy-ion microbeam technology, this

prototype does not require special equipment to control the

incident position of the beam. An unfocused heavy-ion

beam can be used to locate the sensitive area because the

positioning chip can provide the hit-position information of

each incident particle. The purpose of microbeam focusing

is to accurately control the position of the incident particle.

In addition, the purpose of microbeam scanning is to

control the incident particle to cover the entire chip under

Fig. 1 Structure diagram of the prototype
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testing. For this prototype, we only need an unfocused

heavy-ion beam to be injected into Topmetal-M and the

DUT. Topmetal-M can directly provide the position

information of the incident particle. Compared with the

complex control of the microbeam scanning method, the

prototype can achieve the locating function more suc-

cinctly. To distinguish each incident particle, the prototype

has a requirement for the beam intensity, which is

approximately several thousand counts/cm2/s. Although

the required beam intensity is not high, the advantage of

the prototype is that it can distinguish the incident position

and action area of a single particle. These results are

helpful for analyzing the relationship between the number

of incident particles and the occurrence of SEE in the DUT.

The cluster size of Topmetal-M depends on the incident

particle type and energy. It can cover dozens of pixels.

Because Topmetal-M has energy resolution, we can obtain

the intensity distribution map of the particle action area.

Using a single particle intensity distribution map, the

response of the DUT to the SEE can be analyzed more

precisely.

The DAQ controls and reads data from the two chips

and then transfers the data to the personal computer (PC). It

provides a global clock for Topmetal-M and the DUT.

Therefore, Topmetal-M and the DUT can work syn-

chronously. The time at which the SEE of the DUT occurs

(current increase for single event latchup (SEL) or logic

upset for single event upset (SEU)) can be matched to the

corresponding hit-position information of Topmetal-M;

i.e., the prototype can retrieve a hit map captured by the

positioning chip when the ions responsible for the SEE

occur. Because the heavy ions must pass through the

positioning chip before hitting the DUT, the material

budget should be reduced to ensure that the heavy ions

retain sufficient linear energy transfer (LET) when they hit

the DUT. The thickness of the Topmetal-M chip fabricated

by the foundry was 700 lm, and it was thinned to 70 lm to

reduce the material budget for the prototype. However, it

was still relatively thick in the SEE test. In future, we hope

that the positioning chip can be thinned to\30 lm. Chip-

thinning studies are currently underway. A thinner chip has

not only the advantage of a lower material budget but also

less angle scattering, which affects the position resolution.

Moreover, the distance between Topmetal-M and the DUT

should be minimized. This is another factor affecting the

position resolution. The pixel size of the position chip was

40 lm, and one ion could fire dozens of pixels. With the

use of the center-of-gravity algorithm, the position reso-

lution can reach several microns. To obtain a higher res-

olution, a small pixel size can be designed in the next

version of the Topmetal-M chip.

3 Hardware and firmware design of prototype

3.1 Topmetal-M

Topmetal-M is a MAPS with two operation modes:

MAPS and Topmetal [21]. The chip was implemented

using a 130-nm high-resistivity ([ 1 kX cm) CMOS

imaging process and thinned to 70 lm from the back side

[20]. Figure 2 shows the layout and block diagram of

Topmetal-M. It is a pixel chip with a large area of 18 mm

� 23 mm that includes a matrix of 400 � 512 pixel cells

and a periphery circuit. Each pixel cell has dimensions of

40 lm � 40 lm. The peripheral circuit was placed at the

left and bottom of the pixel matrix. The chip had 169

bonding pads, which were arranged sequentially at the

bottom. The pixel matrix is divided into 16 sub-arrays (400

� 32 pixels per sub-array), which can be read simultane-

ously. The chip was read out in the rolling shutter archi-

tecture, and the maximum clock rate was 40 MHz [20].

The circuit structure of the Topmetal-M pixel cell is

shown in Fig. 3. The charge collected by the Topmetal or

sensor diode was first fed into the charge-sensitive ampli-

fier (CSA). The time constant of the CSA was adjusted by

changing the bias voltage of CSA VRST. The CSA output

was divided into two paths. In the energy path, the signal

directly passes through the two-stage source followers and

is then buffered. In the time path, the CSA output signal is

first fed into the comparator. The output of the comparator

increases if the signal exceeds its threshold (COMP V-

REF). The high level is maintained by peak holding and

then triggers the time-to-amplitude converter (TAC) cir-

cuit. LATCHB is a control signal for switching on the TAC

charging circuit, and TAC RESET is a control signal to

Fig. 2 Topmetal-M layout and structure diagram
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reset the TAC. The TAC output is followed by two-stage

source followers and analog buffers, similar to the energy

path. By reading the TAC output signal (A OUT TAC),

we can determine the charging time and then calculate the

time when a heavy ion hits the chip. The chip can provide

not only energy information but also time information,

which makes it useful for high-energy experiments.

3.2 Topmetal-M DAQ

The Topmetal-M DAQ is a 32-channel readout system

based on peripheral component interconnect express

(PCIe). Figure 4 shows the structure diagram of the readout

system. It consists of a BondingBoard assembled with a

single Topmetal-M chip, a MotherBoard, and a pixel

readout unit (PRU) based on a Xilinx Kintex-7 field-pro-

grammable gate array (FPGA). The control commands and

data transmission between the readout system and the PC

are all through the PCIe interface.

3.2.1 Topmetal-M BondingBoard

The Topmetal-M BondingBoard, as shown in Fig. 5, is

used for chip gluing and wire-bonding. The chip was glued

at the center of the board using an epoxy resin adhesive and

then wire-bonded with aluminum wires 25 lm in diameter.

After the wire bonding, the other components were welded

to the board. To reduce the material budget, a slot was

opened on the board, directly below the sensor area of the

chip. The connector between the BondingBoard and

MotherBoard was a dual-row pin header.

3.2.2 Topmetal-M MotherBoard

Topmetal-M MotherBoard was between the Bond-

ingBoard and PRU and had the functions of chip power

supply, bias voltage, analog output buffer, and digital

signal level shift. We used a low-dropout linear regulator

(LDO) for power management to reduce the noise on the

board, and the power for the sensor was monitored. When

the monitored current was abnormal, the LDO was auto-

matically shut down. An 8-channel 16-bit digital-to-analog

converter (DAC) can provide a bias voltage for the chip.

Therefore, it is convenient to perform a bias voltage scan

when testing the chip. To drive a 50 X coaxial cable, the

analog outputs are buffered with low-noise amplifiers on

the board. An oscilloscope was used to observe the

waveform of the analog signals. The digital control signal

of the sensor was 1.2 V, whereas the FPGA IO standard is

2.5 V; thus, level shifters were used. The digital signal

Fig. 3 Block diagram of Topmetal-M pixel cell [20, 21]

Fig. 4 Structure diagram of the

Topmetal-M readout system
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connector was a 68-pin VHDCI connector that could pro-

vide 20 pairs of differential signals.

3.2.3 PRU

The PRU was a DAQ board based on a Xilinx Kintex-7

FPGA, as shown in Fig. 6. It is designed to configure the

Topmetal-M chip, convert analog signals, buffer raw data,

and transfer data to the PC. The board was a 32-channel

ADC card equipped with 8-lane PCIe to communicate with

the PC. Single-ended analog inputs should be converted

into differential signals to satisfy the input requirements of

the ADC. Moreover, the DC bias of the analog inputs can

be adjusted using the DAC. Two TI ADC chips

(ADS52J90) were placed on the board. The ADC can be

configured for 8-channel, 16-channel, and 32-channel

inputs with corresponding resolutions of 10, 12, and 14

bits, respectively. For our readout system, the ADCs

operated in the 16-channel, 12-bit resolution mode, and the

maximum sampling rate was 80 MHz in this mode. The

data interface between the ADC and FPGA was a 4-lane

JESD, with a lane rate of 5 Gbps. There were four DDR3

chips with a capacity of 512 MByte on the board. The data

sampled by the ADCs were transferred to the FPGA, buf-

fered in DDR3, and then read out to the PC through 8-lane

PCIe.

3.3 FPGA firmware design

Figure 7 shows the structure of the FPGA firmware

design. It is composed of a clock management unit, control

unit, and data transmission unit. An external differential

crystal oscillator of 200 MHz is used as the input clock.

Using the mixed-mode clock manager (MMCM) IP core,

different clocks are generated for different parts. One

output of the MMCM is sent to the clock generator

AD9517. The AD9517 generates two clocks. One is used

as the digital scan clock for Topmetal-M, and the other is

used as the sampling clock for the ADC. All clocks orig-

inate from the same clock source; i.e., it is a synchronous

design. The commands are sent to the FPGA through the

PCIe interface. After processing by the control interface,

the decoded commands are sent to the metal-M and SPI

interfaces. The metal-M interface produces control signals

for the Topmetal-M chip, whereas the SPI interface pro-

duces control signals for ADC, DAC, and AD9517. The

data sampled by the ADCs are first sent to the ADC

interface. After serial-to-parallel conversion, the data are

processed by a data package unit and then saved in DDR3

using the DDR controller. When the FPGA receives the

command for data transmission, the DDR controller reads

the data from DDR3 and sends the data to the PCIe con-

troller. The PCIe controller then transmits the data to the

PC through the PCIe interface.

4 Beam tests and results

We evaluated the performance of the SEE localization

system prototype based on a Topmetal-M pixel sensor

under heavy-ion beams at HIRFL. The tests and results are

discussed in this section.

The Topmetal-M chip has a matrix of 400 � 512 pixel

cells. Owing to a design error in the digital module, only

128 � 512 pixels, which were distributed directly at the top

of the chip, could be scanned properly. The matrix was

divided into 16 channels (128 � 32 pixels per channel), and

all channels could be read out simultaneously. The digital

scan clock range of Topmetal-M was 1-40 MHz. After data

processing and comparison, it was found that the chip

could achieve an optimal effect with a scan clock of 10

MHz. Therefore, the digital scan clock was set to 10 MHz

Fig. 5 Topmetal-M BondingBoard and MotherBoard.� Topmetal-M

pixel sensor ` Topmetal-M BondingBoard ´ Topmetal-M Mother-

Board ˆ8-channel DAC ˜32-channel analog buffer ¯LDOs ˘Level

shifters ˙VHDCI connector

Fig. 6 PRU. �Xilink Kintex7 FPGA `DDR3 ´DAC ˆ32-channel

ADC ˜32- channel Single-ended differential circuit ¯Power supply

˘PCIe ˙VHDCI stack connector
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for all the test results presented in this paper. The frame

rate of the chip was 2.44 kHz with this scan clock. The

analog outputs of Topmetal-M were sampled by a 12-bit

ADC with a sampling clock of 40 MHz, which was gen-

erated from the same source as the digital scan clock. Thus,

each pixel had four sampling points. Figure 8 shows the

ADC sampling waveform of the signal. The value of the

third sampling point on a pixel was the most stable point

during pixel switching and was used as the value of the

current pixel.

4.1 Beam test setup

Beam tests were performed at room temperature at the

beam terminal of HIRFL. Two sets of BondingBoard with

Topmetal-M chips were plugged into the two Mother-

Boards separately. Two MotherBoards were overlapped

through the positioning holes on the board, and they were

separately connected to one PRU by the VHDCI cable.

Thus, Topmetal-M chips were placed in parallel, and the

horizontal distance between them was approximately 3 cm.

The front Topmetal-M chip was used as the positioning

chip, and the other was used as the DUT. As the test circuit

boards required high stability, we fixed them on a heavy

metal platform, which reduced the vibration.

Figure 9 shows the beam test platform. The Ar40 beam

emitted from the terminal had an energy of 320 MeV/u,

and the average beam intensity was several thousand

counts/cm2/s. The prototype was fixed to an XYZ stage.

Using an infrared calibrator, the Topmetal-M chip were

roughly adjusted to the beam terminal emitting center.

Thus, the beam could be injected vertically into the center

of the chip. After field debugging, the background noise

level of the chip was aggravated by the surrounding elec-

tronic instruments. Therefore, the PRU and the PC were

placed under the experimental platform far from the chip

and the MotherBoard to reduce noise. To reduce vibration,

Fig. 7 FPGA firmware design

Fig. 8 ADC sampling

waveform of the signal
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all the test circuit boards were fixed on a heavy metal

platform.

4.2 Signal-cluster size and amplitude

In the beam test, we used the MAPS feature to collect

the charge. When particles passed through the depletion

region in the pixel sensor, they generated electron-hole

pairs. The electrons shifted to the n-well owing to thermal

diffusion and were collected by several neighboring pixels.

The charge signal was converted into a voltage signal by

the CSA circuit and then read to the off-chip. The input

dynamic range of the ADC was -1 to 1 V, and the sampling

resolution was 12 bits; thus, the minimum scale of the ADC

was approximately 0.49 mV. As the charge conversion gain

of Topmetal-M is approximately 78.6 lV=e� [20], we can

determine the collected charge of the signal from the ADC

value. The data acquired by the ADC were transmitted to

the PC through the PCIe interface. Through ADC sam-

pling, the signal for one pixel was converted into a one-

dimensional discrete time series PixT . For the entire pixel

array, we obtained a three-dimensional matrix of

PixM � PixN � PixT . PixM represents the row number of

the pixel array, PixN represents the column number of the

pixel array, and PixT represents the frame number of the

pixel array.

Figure 10 shows the typical signal cluster of one parti-

cle, which lasted for approximately six consecutive frames.

The shape of the signal cluster approximated a three-di-

mensional Gaussian wave packet. The signal amplitude

decayed on a frame-by-frame basis. If sliced from the

timeline, which implies looking at each frame, the shape of

the signal is close to a circle. When we focus on one pixel

in the signal cluster, the waveform of the signal amplitude

is as shown in Fig. 11. The signal appears suddenly, rises to

the maximum amplitude, and then decays over the next few

frames.

Here, we introduce the method and process for obtaining

a single signal from the data matrix. The main idea of the

algorithm is to regard a single signal cluster as the same

connected component and then find different connected

components in the data matrix. First, we set the threshold

for each pixel. If the value of the pixel was below the

threshold, we set the value to zero. If the value was above

the threshold, we kept it unchanged. Subsequently, we

performed a first-order difference operation along the time

axis. Values greater than zero were reserved, and all others

were set to zero. Only the first frame was preserved for

each signal cluster. Then, we extracted different signals

through the connected components and calculated other

signal information.

By counting the pixels in the first frame of a signal

cluster, we determined the size of the cluster. Figure 12

shows the distribution of the signal-cluster size. For one

signal cluster, the number of fired pixels was mostly

between 40 and 93, and Gaussian fitting indicated a mean

value of 66 pixels. Furthermore, there were signal clusters

with[100 fired pixels. This condition was mainly caused

by overlapping signals.

We could determine the amplitude of one signal cluster

by summing the amplitude values of all the pixels in the

signal cluster. Figure 13 presents the distribution of the

signal-cluster amplitudes. As shown, the distribution range

is wide. The Bethe-Bloch formula describes the average

energy loss of charged particles when they travel through

matter. For a charged particle in a thin absorbing layer, the

distribution of the energy loss due to ionization can be

accurately described by the Landau distribution. As the

depletion layer of the Topmetal-M chip was approximately

10 lm, the energy deposition of the particle was fitted by a

Landau distribution [22]. The Landau fitting indicated that

the most probable value was approximately 43632 e�.

4.3 Angular and position resolution

As mentioned previously, the two pixel sensors were

placed in parallel, and the beam was incident perpendicular

to the chip. In addition to the information of a single signal

cluster, we obtained the correlation information between

the signals on the two pixel sensors. Figure 14 shows the

signal clusters in two pixel sensors in the same frame. The

pixel sensor closer to the beam (the top one in the figure)

had more signal clusters. When the particles pass through

the pixel sensor in front, they may lose all their energy and

be unable to hit the second one. In addition, as indicated by

the signals marked in the figure, the two signals produced

by the same particle had different locations on the two

pixel sensors. There are two main reasons for this finding.

First, the particle changes its direction of motion owing to

its interaction with the pixel sensor. Second, there is an

Fig. 9 Beam test platform at HIRFL
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offset angle between the incident direction of the beam and

the direction perpendicular to the chip surface.

The offset angle of the particle should be calculated to

accurately locate the sensitive region on the DUT to SEEs.

We can determine the angle deviation according to the

position of the energy deposition generated by the same

particle incident on the two pixel sensors. As the particle

hits the two pixel sensors almost simultaneously, we can

obtain the signal cluster on the two pixel sensors in the

same frame (as shown in Fig. 14). We define xi and yi as

the coordinates of the fired pixels in one signal cluster, ei
represents the charge of each pixel, and n represents the

total number of fired pixels. Thus, the center of gravity of

the signal cluster is given by Eq. (1).

Xc ¼
Pn

i¼1 xi � eiPn
i¼1 ei

; Yc ¼
Pn

i¼1 yi � eiPn
i¼1 ei

ð1Þ

The deflection angle of the two signal clusters can then be

determined by calculating the coordinates of the two cen-

ters of gravity and the distance between the two pixel

sensors. Figure 15 shows the distribution of the deflection

angle. The inherent deflection angle of the prototype to the

beam was 1.7�, and the angular resolution was 0.6�. As
mentioned previously, the inherent deflection angle can be

regarded as the offset angle between the incident direction

Fig. 10 Signal cluster with six consecutive frames

Fig. 11 One pixel in the signal

cluster
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Fig. 12 Distribution of the

signal-cluster size in the beam

test

Fig. 13 Distribution of the

signal-cluster amplitude in the

beam test

Fig. 14 Signal cluster in two

pixel sensors
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of the beam and the direction perpendicular to the chip

surface. Another angle is the statistical fluctuations caused

by particle deflection. Owing to the high energy of the

particles, the angular deflection is small.

To calculate the spatial resolution of this localization

system, the first two frames of the same signals were

selected first. Then, Eq. (1) was used to determine the

centers of gravity of the clusters in the first and second

frames, i.e., Xc1, Yc1 and Xc2, Yc2, respectively. The

resolution was calculated using the equation
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXc1 � Xc2Þ

2 þ ðYc1 � Yc2Þ
2

q
. As shown in Fig. 16, the

Gaussian fitting gave a spatial resolution of 3.4 lm.

5 Conclusion and outlook

Pulsed laser technology has the advantages of a low

cost, a high temporal resolution, a high spatial resolution,

and high-density charge injection. However, the interaction

mechanisms between the laser and heavy ions are different.

Heavy-ion microbeam technology also has a high spatial

resolution; however, the test system is complex, and the

test efficiency is low. In this study, a prototype for SEE

localization with a CMOS pixel sensor was developed, and

a 32-channel readout system based on PCIe was designed

for this prototype. The prototype uses an unfocused heavy-

ion beam and does not require special equipment to control

the incident position of the beam. Thus, the prototype was

relatively simple. The prototype can provide the position

information and action area of each incident particle.

Heavy-ion beam tests were performed at HIRFL. The

results indicated that the prototype can successfully dis-

tinguish each incident particle and can be used for SEE

localization. The mean size of one particle was 66 pixels,

and the distribution of the total charge of each signal was

close to the Landau distribution. The inherent deflection

angle of the prototype to the beam was 1.7�, and the

angular resolution was 0.6�. The prototype can also local-

ize heavy ions at a position resolution of 3.4 lm. In the

next version of the Topmetal-M chip design, the digital

Fig. 15 Distribution of the

deflection angle in the beam test

Fig. 16 Distribution of the

spatial resolution in the beam

test
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scan error was fixed. The chip was implemented using a

high-voltage CMOS imaging process, which reduced the

degree of diffusion of electrons produced by ionization.

Moreover, the pixel size was smaller. The thickness of the

chip was reduced to reduce the material budget and angle

scattering. These improvements will increase the spatial

resolution in future.
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