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Abstract
Micro-mobile heat pipe-cooled nuclear power plants are promising candidates for distributed energy resource power genera-
tors and can be flexibly deployed in remote places to meet increasing electric power demands. However, previous steady-state 
simulations and experiments have deviated significantly from actual micronuclear system operations. Hence, a transient 
analysis is required for performance optimization and safety assessment. In this study, a hardware-in-the-loop (HIL) approach 
was used to investigate the dynamic behavior of scaled-down heat pipe-cooled systems. The real-time features of the HIL 
architecture were interpreted and validated, and an optimal time step of 500 ms was selected for the thermal transient. The 
power transient was modeled using point kinetic equations, and a scaled-down thermal prototype was set up to avoid mod-
eling unpredictable heat transfer behaviors and feeding temperature samples into the main program running on a desktop PC. 
A series of dynamic test results showed significant power and temperature oscillations during the transient process, owing 
to the inconsistency of the rapid nuclear reaction rate and large thermal inertia. The proposed HIL approach is stable and 
effective for further studying of the dynamic characteristics and control optimization of solid-state small nuclear-powered 
systems at an early prototyping stage.

Keywords Micro-heat pipe-cooled nuclear reactor · Hardware-in-the-loop · Dynamic evaluation · Start-up/shut-down 
processes

List of symbols
C   Precursor concentration
e   Error of the controller
I   Current (A)
P   Power (W)
R   Thermal resistance (K/W)
T    Temperature (K)
t   Time (s)

U   Voltage (V)
u   Output of the controller (–)

Greek symbols
�   Temperature coefficient  (K−1)
�   Delayed neutron fraction (–)
Λ   Neutron generation time (s)
�   Decay constant  (s−1)
�   Density (kg/m3); Reactivity ($)

Subscripts
con   Condenser
e   External
eva   Evaporator
f   Feedback
HP   Heat pipe
i   Group number
inh   Inherent
pv   Process value
ref   Reference
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s   Steady-state
sp   Setpoint

Abbreviations
CD  Control drum
DERS  Distributed energy resources system
HIL  Hardware-in-the-loop
mHPR  Micro-heat pipe-cooled reactor
PKE  Point kinetic equation

1 Introduction

As the construction of electrical power system infrastruc-
ture has matured, the corresponding deployment require-
ments have increased to cover more places and populations. 
Distributed energy resources (DERs) can help satisfy the 
power-usage requirements of remote locations by employ-
ing microgrid power-generation units [1]. Clean distributed 
energy generation methods such as wind or solar power 
are characterized by low carbon emissions and are signifi-
cant for environmental protection and sustainable develop-
ment. However, the application of these renewable energy 
sources is more easily impacted by external conditions and 
may not stably satisfy variable and flexible power demands 
[2]. Hence, small-scale nuclear power plants are promising 
candidates for power generation using DERs, including the 
proposed conceptual designs that combine solar photovolta-
ics, thermal energy storage, and nuclear reactors in a hybrid 
power system [3, 4]. Reactor have solid cores for structural 
support and use special media to remove the heat released 
from the fuel. Then, the reactors use the released heat for 
power generation. This approach can be compactly deployed 
in a moving container, to serve as a long-life power supply 
for isolated or remote bases, delivering electrical outputs 
ranging from kilowatts to megawatts [5].

Based on cooling systems, mobile small nuclear power 
plants can be divided into heat pipe-cooled and gas-cooled 
reactors, according to past design experiences. A heat pipe 
is a high-temperature heat transfer device that leverages the 
phase transition of the internal working medium to achieve 
a high efficiency [6]. Unlike in a gas-cooled reactor, the 
installation of pumps and valves need not be considered in 
a micro-heat pipe-cooled reactor (mHPR), making it a com-
pact structure suitable for smaller and more flexible applica-
tions. In addition, this type of design uses a passive safety 
mechanism to protect the reactors from extreme accidents. 
For instance, all heat pipes work independently; therefore, 
the failure of a single pipe does not have detrimental conse-
quences for the entire system.

Although some conceptual designs have been preliminar-
ily proposed for mHPRs [7, 8], the results of steady-state 
analyses deviate significantly from actual micronuclear 

system operations [9, 10]. In addition, the varying external 
loadings of the DERs leads to a variable power output from 
the reactor core during operation. Hence, a transient analysis 
is necessary for performance optimization and safety assess-
ment in an advanced mHPR design. The coupling effects 
between neutronics and thermodynamics should be consid-
ered for the transient analysis of nuclear systems [11–14]. 
The power of an mHPR is closely dependent on the neutron 
population, and the temperature of the system has a sig-
nificant influence on the geometric deformation and rate of 
the nuclear reaction. Numerical simulations and physical 
experiments are typically used to investigate the heat transfer 
and neutronic dynamics of heat pipe-cooled nuclear systems.

Generally, it is impossible to provide special experi-
mental conditions for neutronic dynamic investigations in 
laboratory-level engineering. Because the implementation of 
these neutronic experiments requires material, money, and a 
site, it is difficult for a scaled-down test bench to accurately 
represent the real features of a global nuclear system. As 
an alternative method, theoretical models can be developed 
[15, 16] and system programs can be implemented [17, 18] 
to predict the behavior of the entire reactor core. The power 
level of a nuclear reactor is closely dependent on the evolu-
tion of the neutron population, which can be described by 
the Boltzmann equation, where neutron density is a function 
of time, spatial location, and energy [19]. In addition, the 
Monte Carlo method has been widely applied to evaluate 
the neutronic performance of reactors that involve operate 
random processes owing to a large number of input particles 
[20, 21]. Numerical experiments were performed, and the 
results were consistent with the published benchmarks [22, 
23]. This validation proves that the current neutronic numer-
ical model has a high fidelity and is efficient in predicting the 
power transients of nuclear reactor systems.

However, extensive experimental research has been con-
ducted to provide an authentic viewpoint for the thermal 
performance of mHPR, by building a small-scale test bench 
for the target object. For instance, El-Genk [24] measured 
the temperature time constant of a horizontal water heat pipe 
and determined its dependence on the rate of temperature 
change at the beginning of the transient. The start-up process 
of the heat pipe requires a phase change and transportation 
of the working medium. Hence, numerous experiments were 
carried out by considering the heat pipe start-up process 
for varying evaporator lengths, filling ratios, input powers, 
inclination angles, and moving conditions [25–28], to deter-
mine the heat transfer limit of the device [29]. In addition 
to conducting experiments on a single heat pipe, it is com-
mon to build an integral scaled-down prototype to validate 
the performance of a conceptually designed mHPR. Such a 
nonnuclear prototype is mainly composed of a solid matrix, 
heat pipes, electrical heating rods, and a power conversion 
system such as a Stirling engine directly connected to a heat 
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pipe condenser to test the integrated power plant system 
[30–32]. However, an accurate transient thermal simulation 
of an mHPR is difficult because of the variation of the geo-
metrical dimensions and gas components of the assembly 
gap between the fuel and structural material; thus, the heat 
resistance is difficult to predict [33]. A program capable of 
precisely describing the transient transport behaviors inside 
a high-temperature heat pipe has not yet been developed; 
hence, some simulations use only isothermal boundary con-
ditions for the heat pipe boundaries in multiphysics coupling 
analyses for simplification [34, 35].

In brief, numerical solutions to transient neutronics equa-
tions are reliable; however, the relevant tests are expensive. 
Although many successful experiments have been conducted 
on heat pipe-cooled systems, transient heat transfer mode-
ling is inaccurate. Hence, a new hardware-in-the-loop (HIL) 
method that combines the advantages of both numerical 
simulations and experiments was employed for the dynamic 
evaluation of a micro-heat pipe-cooled nuclear system. The 
HIL was used to feed the measured temperature data from 
the experimental instrument to a dynamic model running 
on a software. This approach helps us avoid the transient 
modeling of heat transfer, leading to resource savings and 
enhanced efficiency of the software.

HIL have been proposed and successfully used in many 
other fields for quite some time, such as renewable energy 
generators, combined heat and power units, and hybrid elec-
tric vehicles [36–39]. Considering the nature of the HIL, it 
can also be considered an important method for controller 
estimation. Although a real control instrument is extremely 
complicated, it is easy to use an HIL to optimize a closed-
control strategy for a nuclear system. A key point in execut-
ing a HIL simulation is to follow the real-time requirements. 
Because there is always data exchange between hardware 
and software, it is important to manage the process to main-
tain synchronous communication. The time step of the HIL 
is highly dependent on the transient timescale and model 
complexity. For a high-frequency electromagnetic transient, 
the HIL simulation should be displayed on a special real-
time operating system (OS) running on FPGA or GPU chips 
[40]. Usually, the temperature variation is much slower, and 
the characteristic transient is near the millisecond or second 
level [41, 42]. Hence, a general OS running on a desktop PC 
can be used to perform soft real-time simulations of nuclear 
reactor systems.

In this study, an HIL platform was constructed to evaluate 
the dynamic behavior of an mHPR. We used a one-dimen-
sional neutronic dynamic model to reduce the computational 
load on a laptop and achieve real-time data exchange. Based 
on the success of a water heat pipe-cooled DUFF test bench 
conducted by NASA [30], a scaled-down electrical heat-
ing prototype cooled by water heat pipes was constructed 
for temperature sampling. Water heat pipes have different 

working ranges and internal structures compared to alkali 
heat pipes. Water heat pipes were chosen in this study 
because they can operate stably and safely at much lower 
temperatures. As a result, power and temperature transients 
with a millisecond timescale can be coupled, and their feed-
back effects can be investigated. Several running scenarios, 
such as start-up/shut-down and open-loop/closed-loop con-
trol, were conducted using the HIL method. The main con-
tributions of this study are summarized as follows:

• A scaled-down thermal test bench for the mHPR was 
built, and its working performance was evaluated.

• A HIL framework was developed and implemented, and 
its real-time features were analyzed to determine the best 
data exchange frequency.

• The dynamic evaluations of the mHPR prototype were 
conducted under different control patterns based on the 
HIL method.

The remainder of this manuscript is organized as follows: 
Sect. 2 presents the details of the dynamic model and test 
bench. Section 3 describes the combination of these com-
ponents into a HIL platform, and its real-time evaluation. 
Finally, in Sect. 4, the test scenarios are listed for a sensitiv-
ity analysis of the response behavior of the system, and the 
simulation results are presented and discussed.

2  Model and method

2.1  Heat pipe‑cooled nuclear‑powered system

After the micronuclear reactor Kilopower was designed and 
successfully tested for long-term deep-space exploration, the 
Los Alamos National Lab (LANL) recently proposed a simi-
lar but scaled-up reactor called Megapower [43]. This novel 
Megapower design offers many advantages. A 5 MW solid-
state micro-nuclear reactor was used as the power source, 
and then the heat was delivered to a power conversion sys-
tem at the other end by potassium heat pipes. These heat 
pipes operated at approximately 950 K and demonstrated 
high heat transfer efficiency.

Figure 1 shows the detailed structure of the reactor core. 
Many holes were drilled in a SS316 monolith to contain 
stacked dime-sized nuclear fuel pellets, resulting in a gap of 
0.0065 cm between the fuel and monolith; hence, helium fed 
by the bottom gas plenum filled these gaps. The extra heat 
resistance caused by these gaps could be critical when deter-
mining the heat-transfer performance and spatial tempera-
ture distributions of the solid-state core during operation. In 
particular, the size of the assembly gaps changed because of 
the thermal expansion of the structural materials or release 
of fission gas from the fuel, making the gap behavior more 
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unpredictable. An alkali metal working medium was filled into 
the other holes; thus, the heat pipe evaporation section was 
integral to the SS316 monolith and no gap existed around it. 
The fuel pin and heat pipe had a hexagonal layout, and the ratio 
of their total numbers in the core was set to approximately 2:1, 
to balance the compact dimensions, neutronics, and heat trans-
fer design requirements. Twelve control drums (CDs), which 
functioned as the main means of power control, were placed 
lateral to the core [44]. The drums made of  B4C are good at 
neutron absorption; therefore, the inward rotation of the CDs 
decreased the reactor power and vice versa.

2.2  Reactor dynamic model

The point kinetic equation (PKE) is a simplified dynamic 
model in which a nuclear system is regarded as a single point 
in space, such that the power level is time-dependent. PKE is a 
set of ordinary differential equations (ODEs) whose numerical 

solutions can be easily obtained. The mathematical description 
of the PKE is as follows:

Here, P, � and Λ represent the normalized power, net 
reactivity, and prompt neutron generation time, respec-
tively. �

i
 , �

i
 and C

i
 represent the delayed neutron fraction, 

decay constant, and precursor concentration, respectively, 
in the i-th group. Although most of the prompt neutrons 
were released after the reaction, a small portion of delayed 
neutrons were still produced, making the nuclear power 
controllable. Based on the PKE, when � is equal to � , it is 

(1)dP

dt
=

� − �

Λ
P +

6
∑

i=1

�
i
C
i
,

(2)
dC

i

dt
=

�
i

Λ
P − �

i
C
i
.

Fig. 1  (Color online) Concep-
tual diagram of the Megapower 
nuclear reactor: a whole system 
including the power conversion 
component and b radial and 
axial layout of the 1/6 reactor 
core
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defined as 1 $, and � = 0 represents the steady state of the 
investigated system.

The other variables presented in the PKE are called 
point kinetic parameters and are determined by the reac-
tor configuration. For this research, 1/6 of the Megapower 
reactor was modeled and simulated using the Monte Carlo 
code OpenMC [45], as shown in Fig. 1b, to solve these 
parameters. These values are listed in Table 1.

The net reactivity is divided into two parts, as shown in 
the following equation:

(3)� = �e + �f
(

Tcore

)

,

where �e is the external reactivity caused by the mentioned 
active CD rotation, and �f is the feedback reactivity related 
to the temperature variation of the reactor core. In this study, 
Doppler-broadening feedback was considered.

Based on a pre-conducted Monte Carlo simulation, the 
correlation between the reactor temperature and inherent 
reactivity was also obtained. The result suggests a linear 
relation between ln

(

1 − �inh
)

 and lnT  , as shown in the fol-
lowing equation [46]:

Here, the subscript ref means the reference value, and the 
slope �T is the Doppler temperature feedback coefficient. 
These three parameters were constant, and their fitting val-
ues are listed in Table 2. Consequently, the feedback reac-
tivity at a certain core operating temperature Tcore can be 
solved as follows:

where T0 is the room temperature at the beginning of the 
system operation.

2.3  Nonnuclear experimental setup and its 
evaluation

A schematic of the thermal test is shown in Fig. 2, and the 
key test parameters are listed in Table 3. Electrical heating 

(4)�T =
ln
(

1 − �inh
)

− ln
(

1 − �inh,ref
)

lnT − lnTref
.

(5)�f
(

Tcore

)

= �inh
(

Tcore

)

− �inh
(

T0

)

,

Table 1  Kinetic parameters used for solving PKEs

Group �
i
  (10–5) �

i
  (s−1) �  (10–5) Λ (s)

1 23.06 0.0134 757.55 8.04 ×  10–6

2 125.75 0.0325
3 123.88 0.121
4 292.74 0.307
5 135.78 0.867
6 56.34 2.912

Table 2  Constants for 
predicting temperature feedback 
reactivity

�T  (K−1) Tref (K) �f ,ref(-)

0.00731 294 0.05544

Fig. 2  (Color online) Structure and temperature measurement point of the mHPR prototype
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rods and water heat pipes were used to imitate the heat 
released from the nuclear fuel and that removed by the 
alkali high-temperature heat pipe, respectively. Aluminum 
is lighter and softer and has a lower processing cost than 
stainless steel; furthermore, it has a high heat conductiv-
ity. Hence, an aluminum block with an edge of 10 cm was 
fabricated to provide a uniform heating environment. Many 
holes were drilled to place the heat pipes and heating rods. 
Eighteen heat pipes and four heating rods were placed in 
the block in a hexagonal layout; however, the ratio of their 
numbers was not the same as that of the Megapower reactor. 
This is because the water heat pipe-cooled system worked at 
a lower temperature; hence, more heat pipes were required 
to improve the maximum heat transfer capability of the test 
bench.

The diameters of the holes in the block were slightly 
larger than those of the heating rods and heat pipes, which 
resulted in small gaps of 0.3 mm. Thermocouples were 
inserted in these gaps to measure the internal core tempera-
ture. These gaps can deteriorate the heat transfer between the 
block and pipes. Hence, these gaps were filled with silicone 
grease to address this issue. A layer of aluminum silicate 
was packaged outside the entire facility for thermal isola-
tion, leaving only the top of the heat pipes exposed to the 
environment for heat exchange and cooling.

The total length of the heat pipe was 34 cm, and the 
lengths of the evaporator, adiabatic section, and condenser 
were 10, 14, and 10 cm, respectively. This implies that the 
reactor and power conversion systems had the same length. 
These heat pipes were arranged in gravity-assisted orien-
tations to improve the working circulation of the internal 

medium and effective heat conductivity. The temperature 
measurement points are shown in Fig. 2. The distances from 
points 1–6 to the evaporator end were 3, 7, 14, 20, 27, and 
31 cm, respectively. We deployed 16 K-type thermocouples 
on the surfaces of heating rods #a and #b and heat pipes #c 
and #d. Another four thermocouples were glued to the lateral 
side of the block to measure the surface temperature. The 
sheaths of these thermocouples were made of Neoflon PFA, 
which has good insulation characteristics below 530 K.

In addition, a fan was installed to ensure air convection 
around the condenser. Two NI 9213 modules operating with 
NI c-DAQ 9174 chassis were used for temperature data log-
ging. A programmable DC power supply with four inde-
pendent channels was connected to the heating rod. The 
output power of these heaters can be controlled using the 
LabVIEW program. A photograph of the test bench is dis-
played in Fig. 3.

The thermal resistance of the heat pipe can be defined by 
the following equation:

where Teva and Tcon denote the average temperatures of the 
evaporator and condenser of the heat pipe, respectively. 
Pinput is the total input power. Based on [27], the use of the 
nominal heat input to evaluate RHP is reasonable because 
the trends are similar to those of the real RHP , calculated 
using the actual heat transferred from the heat pipe ( Ptrans ). 
In Eq. (6), N represents the number of heat pipes and has a 
value of 18.

(6)RHP =
Teva − Tcon

Pinput∕N
,

Table 3  Instrumentation specifications

Name Values

DC power supply 4 × 60 V/15 A/500 W
Heating rod
 Dimensions 100 mm/φ 

9.2 mm/0.5 mm
 Output 40 V/400 W

K-type thermocouple
 Diameter φ 0.6 mm
 Operating temperature  < 530 K

Water heat pipe
 Diameter/thickness Φ 10 mm/0.8 mm
 Length 100 mm/140 mm/100 mm

Block
 Edge length 100 mm
 Pitch 14.53 mm
 Hole diameter for the heating rod 10 mm
 Hole diameter for the heat pipe 10.7 mm

Fig. 3  (Color online) Photographic of the HIL-based mHPR proto-
type
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According to the specifications of the K-type thermocou-
ple, it has an error of 2.2 K. The temperature measurement 
uncertainty can be calculated using Eq. (7) where C =

√

3 
denotes the confidence coefficient. As the minimum tem-
perature during the experimental process was approximately 
300 K, the relative error of the temperature measurement 
was below 0.5%.

The error in the supply voltage was 0.05% + 0.1% FS, 
whereas the error in the current was 0.1% + 0.1% FS. The 
rated power source range was 60 V/15 A. During the experi-
ments, the maximum value was 32 V/8 A. The relative error 
of the power can be evaluated using Eq. (8) as follows:

Hence, the uncertainty of the input power is near 0.37%.
The uncertainty of the heat pipe thermal resistance can 

be deduced as follows:

Here, ΔT  is the temperature difference between the evap-
orator and condenser. When the input power is low for a heat 
pipe, ΔT  will also be small, resulting in a relatively large 
error in the calculated thermal conductivity.

After the test bench was built, a series of pretests were 
conducted to evaluate the heat loss of the entire experimen-
tal installation. To achieve this, we closed the fan near the 
condenser, creating a natural convection environment for 
cooling. This allowed us to simplify the heat transfer bound-
ary condition of the condenser. The heat loss of the test rig 
in the environment was evaluated as follows:

where the heat input ( Pinput ) was obtained directly from the 
DC power source, and the total actual power transferred by 
the heat pipes ( Ptrans ) was evaluated using the radiation and 
natural convection of the condenser.

where � denotes surface emissivity and has a value of 0.8 
[47], �B is the radiation constant, and A is the condenser 
area of all these heat pipes. The following equation can 
be used to evaluate the Nusselt number of a vertical pipe 
undergoing natural convection, when Gr is in the range of 
1.43 ×  104–3 ×  109 [48].

(7)UB,T =
Δ

C
=

2.2
√

3

= 1.27K

(8)ΔP

P
=

√

(

ΔV

V

)2

+
(

ΔI

I

)2

(9)ΔRHP

RHP

=

√

(

ΔP

P

)2

+

(

Δ(ΔT)

ΔT

)2

.

(10)Heatloss = 1 −
Ptrans

Pinput

(%),

(11)Ptrans = A��B
(

T
4

con
− T

4

air

)

+ Ah
(

Tcon − Tair

)

,

The heat transfer coefficient h in Eq. (11) can be obtained 
as follows. The thermal properties of air in Eq. (12) was 
evaluated using the average values of Tcon and Tair.

To protect the used thermocouples (< 530 K), the power 
input of the series of heat loss pretests was set within the 
range of ~ 60 to 180 W, which resulted in a steady-state 
core temperature Tcore,s of ~ 368.73–464.54 K. Based on 
the results of the pretests shown in Table 4, the heat loss 
is within 20% when Tcore,s is within ~ 368.73 to 464.54 K. 
The range of the core temperature for the following formal 
tests with the fan opened (Table 5) is similar to those in the 
pretests. Because the heat loss of the system is primarily 
dependent on the system temperature, the heat loss for the 
formal tests was also regarded as ~ 20%.

3  Hardware‑in‑the‑loop platform

3.1  System architecture

In the present work, we use a HIL to study the dynamic 
response of a solid-state reactor, such as the Megapower 
reactor; the proposed architecture is shown in Fig. 4. As 
mentioned in Sect.   2, the nuclear system introduction, 
dynamic model, and scaled-down thermal test setup are 
demonstrated. Therefore, their combination should be 
designed and implemented as a functional HIL platform.

The test bench, serving as the hardware, plays a crucial 
role in sampling temperature data from the real world is a 
vital component of the dynamic simulation. Ensuring syn-
chronous data exchange between the hardware and software 
components, especially under transient situations, has been 
thoroughly considered. The primary components of the 
hardware side include the main test section, power supply, 
and data acquisition unit are the hardware parts, as shown 
in Fig. 2. A LabVIEW program, running in real time on a 
laptop, served as the software component and was capable 
of reading the measured data, solving the reactor dynamic 
equation, and displaying the results, among other functions. 

(12)Nu = 0.59(Gr ⋅ Pr)
1

4

Table 4  Heat loss of the test rig

Pinput (W) Ptrans (W) Tcore,s (K) Heat 
loss (−) 
(%)

60 48.89 368.73 18.5
90 77.75 396.74 13.6
120 104.15 420.16 13.2
150 132.82 442.36 11.5
180 164.59 464.54 8.6
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Table 5  Detailed test matrix for both steady-state and transient operations

No State Inserted reactivity ($) Power (W)

1 Steady-state – 100
2 200
3 300
4 400
5 500
6 Transient Open-loop start-up: initial power is 1 W and updated 

according to the inserted positive external reactivity and 
the temperature feedback effect

7

8

9

10

11
12 Transient Open-loop power-down: initial power is 400 W and 

updated according to the inserted negative external reac-
tivity and the temperature feedback effect

13

14
15 Transient Closed-loop: determine �e based on the on-the-fly power and 

the PID controller

Goal PSP equals the final power of Case 7
16

Goal PSP equals the final power of Case 13
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The data exchange between the hardware and software was 
facilitated through the simultaneous handling of the power 
input and temperature measurement. The measured core 
temperature was used to update the feedback reactivity using 
Eq. (4).

3.2  Power controller

This program was designed as an optional controller. If a 
controller is added to the system, a closed-loop simulation is 
activated, which implies that the external reactivity appear-
ing in Eq. (1) is adjusted by the process power to maintain 
the power output at the set point. Else, the external reactiv-
ity is set as a fixed value to test the power and temperature 
response features under open-loop operation [49].

A classic PID controller was used in this study because 
of its stable, effective, and model-free features. Because we 
built a test bench to determine the thermal response of the 
nuclear-powered system, the temperature data was peri-
odically sampled from the real world; hence, a digital PID 
control algorithm was employed. After discretization of the 
proportional, integral, and derivative actions, the output of 
the positional PID controller was obtained as a linear com-
bination of these actions, and it can be generally expressed 
by Eq. (13) [50].

where k is one of the sampling points, ΔT  is the sample rate, 
and uI(k − 1) is the past output of the integral action. u and e 
are the output and input of the controller, respectively, and 
e represents the system error.

where SP and PV are the setpoint and process variables, 
respectively. In Eq. (13), Kp , Ti , and Td represent the con-
troller gain, integral time, and derivative time, respectively. 
These parameters work together to determine the controller 
performance; thus, the parameters should be appropriately 
tuned before the formal application of the PID controller. 
Based on the tuning results in this study, Kp , Ti , and Td were 
set to 0.012, 0.2 min and 0, respectively.

In this study, a setpoint power (Psp) was applied as the 
input to the entire system. This error was produced by sub-
tracting the process power (Ppv) from Psp. We used this error 
as the controller input. The reactivity control mechanism of 
a real nuclear-powered system is significantly more compli-
cated. Therefore, a PID controller was used to simplify the 
control process and produce the rate of external reactivity 
insertion as the output u , as shown in Fig. 4.

(13)

u(k) = Kpe(k) + uI(k − 1) +
Kp

Ti
ΔT

(

e(k) + e(k − 1)
2

)

− Kp
Td
ΔT

(PV(k) − PV(k − 1)),

(14)e(k) = SP(k) − PV(k),

Fig. 4  HIL architecture applied for dynamic evaluation of the mHPR
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As shown in Fig. 5a, with the rotation of the CDs and 
increase in its angle, the spatial location of the neutron 
absorption material  B4C gradually moved away from the 
reactor core, resulting in an increase in the neutron popu-
lation, external reactivity, and power level. Based on the 
OpenMC simulation results, the relationship between the 
calculated reactivity and CD angle is shown in Fig. 5a. A 
total external reactivity of approximately 9 $ is added into 
the nuclear system as the CDs rotate from 0° to 180°. How-
ever, the rate of the external reactivity increase is uneven; for 
instance, this process is faster when the CD angle is approxi-
mately 90°. According to past mechanical designs of small 
solid-state nuclear reactors and CDs, the maximum rotating 

speed of CDs should be 1°/s [51]. Therefore, the mean rate 
of external reactivity insertion among different ranges of the 
CD angle is shown in Fig. 5b. Here, the maximum value is 
less than 0.1 $/s. It is easy to manipulate the rotation direc-
tion of these CDs while running. Hence, the output upper 
limit of the PID controller used here was set as ± 0.1 $/s to 
improve the stability of the controller.

3.3  Real‑time implementation

Assuming the HIL time step to be 250 ms, the working 
flow of the software and temperature data treatment during 
one step are displayed in Fig. 6. The sampling rate of the 

Fig. 5  (Color online) Determination of the upper limit of the rate of external reactivity insertion as the PID controller output, considering a 
maximum CDs rotation speed of 1°/s: a reactivity versus CD angle and b rate of external reactivity insertion

Fig. 6  Real-time feature of the HIL platform for a time step of 250 ms
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measurement module was set to 40 Hz, indicating 10 meas-
urement points within one step. These data can be stored in 
a buffer zone located in the memory of a desktop PC. When 
the program runs, it removes data from the buffer by follow-
ing the FIFO principle. An algebraic operation was used to 
calculate the average value, which represents the average 
temperature from t

n
 to t

n+1 . Under the above treatment, the 
temperature data can be used in time, and no more than 
10 points will be stored in the buffer zone within one step, 
resulting in a good match between the data measurement and 
program calculation.

During a single data exchange period, the LabVIEW pro-
gram mainly had 4 tasks. The first task was preprocessing 
for the dynamic model simulation, which includes using the 
measured temperature to update the feedback temperature or 
adjusting the external reactivity if the PID controller is acti-
vated. The remaining three tasks involved data presentation, 
application of the PKE solution from t

n
 to t

n+1 , and deliver-
ing the power output to the DC power supply. The numeri-
cal solution step for the PKE was set to 1 ×  10–4 s to ensure 
accuracy. For a general operating system such as Windows, 
the execution time for each task is indeterminate. Figure 6 
shows a typical physical time distribution when the step is 
chosen as 250 ms. These four tasks required 1, 4, 133, and 

67 ms. For the first two tasks, the internal calculation in the 
LabVIEW environment does not involve time cost, whereas 
the remaining two are relatively time-intensive owing to the 
potential external communication with the MATLAB ODE 
solver and DC power supply. In short, the sum of the time 
spent on the above four tasks should never exceed the set 
time step to maintain the synchronous performance of the 
simulation and real-world times. Thus, a wait time of 45 ms 
was added at the end of the step to account for the discrep-
ancy between these two time-concepts.

Figure 7 shows the front configuration of the program 
during operation. The top-left part is the control panel, 
where essential simulation parameters, such as the time step 
and point kinetic parameters, can be set before running the 
simulation. The real-time monitor is in the top center zone, 
and it displays the plot of the time duration for each of the 
five working tasks in Fig. 6 during a single iteration, along 
with their summation. The power level, core temperature, 
and total operating time are listed in the top-right position for 
notification, in bold. With regard to these key results, their 
evolutions are presented at the bottom, including the power, 
reactivity, heat pipe mean temperature, core temperature, 
and room temperature. In all these plots, the x-coordinate 
represents the iteration number of the LabVIEW working 

Fig. 7  Screenshot sample of the LabVIEW front panel while running the simulation
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loop, and the corresponding running time is calculated as 
the product of the iteration number and HIL time step Δt.

3.4  Performance evaluation of the HIL platform

A sensitivity analysis of the time step was conducted to 
determine the best level for the current mHPR prototype. 
As shown in Fig. 6, the time spent solving the PKE was 

nearly 100 + ms. Thus, time steps of 250, 500, and 1000 ms 
were used in this sensitivity analysis, and their performance 
was evaluated independently.

First, a test scenario was set, as shown in Fig. 8a. In 
this scenario, an external reactivity of 0.1 $ was suddenly 
inserted at 20 s, resulting in the power gradually increas-
ing from the initial value of 1 W. The remaining three sub-
plots in Fig. 8 show the physical time features of the HIL 

Fig. 8  Real-time performances under different time steps: a power and reactivity, b 250 ms, c 500 ms, and d 1000 ms
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simulation for different time steps. During the first 20 s, the 
time required to solve the PKE was costless because the 
reactivity was zero, and the power was constant. However, 
for the first iteration after the reactivity was inserted, the 
solving time jumped to 300 ms, which was mainly attrib-
uted to the power prompt jump [49] and activation of the 
MATLAB node. Subsequently, the solving PKE time was 
stabilized at 100–150 ms. For all these tests, the time spent 
writing power to the DC power supply within a single itera-
tion was in the range of 100–200 ms. The accurate value of 
the execution time was unpredictable because of the nature 
of the Windows OS. Therefore, the waiting time changed 
continuously to maintain the total execution time of each 
iteration within a set time step. As shown in Fig. 8b, a step 
of 250 ms was inadequate because, at some points, the total 
execution time exceeded 250 ms because of disturbances, 

and thus, the real-time feature was not met. For a time step 
of 500 or 1000 ms, the total time step was always at the set 
value, suggesting that a larger time step has a better real-time 
performance for the HIL platform.

Figure 9 shows another test scenario used in the time-
step sensitivity analysis, which considers the controller 
performance. The initial power was 1 W, and the setpoint 
of the power exhibited a linear increase in 20–50 s, finally 
reaching a new steady state at 100 W. The initial external 
reactivity was zero. From 20 to 30 s, the rate of reactiv-
ity insertion quickly reached its upper limit of + 0.1 $/s, 
indicating that the reactivity increased rapidly. During this 
period, the actual power did not follow the setpoint well 
as the initial power was low, and the neutron population 
grew exponentially. After 30 s, the processing power was 
consistent with that at the setpoint. However, as shown in 
Fig. 9b the controller output at 1000 ms showed an oscil-
lation at approximately 50 s, but the results at 250 and 

Fig. 9  Power controller performances under different time steps: a power and b rate of reactivity insertion
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500 ms were similar. This test revealed that the time step 
should be reduced to obtain a better control performance.

Based on the test results, if the time step is too small, 
the real-time features of the HIL platform can be influ-
enced by the unpredictable execution time of program 
tasks, such as solving the PKE and writing power. How-
ever, if the time step is excessively large, the output of 
the PID controller becomes unstable because the reactiv-
ity and power information cannot be updated in a timely 
manner. Hence, we chose a time step of 500 ms in the 
subsequent scenarios, as it represents a good compromise 
between the real-time and control requirements.

4  Results and discussion

For a real solid-state small nuclear system, a rapid increase 
in power can occur owing to the exponential growth of 
the neutron population, even in the case of a small posi-
tive reactivity insertion. However, the temperature rise 
is much slower because of the large thermal capacity of 
solid structural materials, and the temperature fluctuations 
significantly influence the nuclear reaction process. There-
fore, this system exhibits power-temperature coupling, 
with different transient response time levels for these two 
aspects. Based on the developed integral HIL platform, the 
dynamic response of the mHPR system can be effectively 
investigated at the laboratory level. Table 5 shows the text 
matrix of dynamic research, which can be classified into 
several groups with different conditions and aims.

Cases 1–5 were a series of steady-state experiments 
with a power of 100–500 W. For these cases, the HIL 
platform software worked only as a data collection ter-
minal. No reactivity was inserted, and the output power 

was constant during the entire process. This could be 
considered a normal heating/cooling test for a solid core 
system. The aim of Cases 1–5 was to demonstrate the 
thermal performance of the test bench, including the tem-
perature distribution, heat pipe thermal resistance, and 
thermal response time of the system. Therefore, the heat 
exchange ability and thermal capacity can also be evalu-
ated indirectly.

Cases 6–14 were open-loop transient HIL simulations 
with fixed external reactivity, and the PKE solver was acti-
vated. In these cases, the heating power was automatically 
regulated using a neutronic dynamic model. Because of 
the existence of a temperature feedback, power and tem-
perature had interactive effects during the process. Here, 
we changed the level of the inserted external reactivity to 
perform a sensitivity analysis of the neutron population 
variation rate.

Cases 15 and 16 involved closed-loop transient HIL 
simulations with an additional PID controller. The output 
power was controlled by following the set point. A linear 
power-variation process was assumed to occur within 30 s 
to ensure a stable PKE solution. Thus, the external reactivity 
was dynamically adjusted to satisfy the power setpoint. For 
comparison, the target power levels of Cases 15 and 16 were 
obtained from the results of Cases 7 and 13, respectively.

To ensure consistency, the average room temperature was 
measured as approximately 305 K for all cases. The fan near 
the test bench continued working to enable airflow at a speed 
of 4 m/s to provide a stable and effective heat sink. The 
forced convection provided by the fan facilitated an increase 
in the input power to 500 W. Hence, more cases could be 
investigated while still satisfying the allowable temperature 
requirement of the thermocouples at 530 K. Furthermore, 
the forced convection accelerated the heating of the system 

Fig. 10  Temperature variation under a constant power input (the heating was stopped at approximately 180 min)
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to establish a steady state. For the start-up cases, the ini-
tial external reactivity and power were set as 0 $ and 1 W. 
For the shut-down cases, we maintained a constant heat-
ing power of 400 W for 7500 s before the formal test, to 
ensure that a corresponding steady-state temperature had 
been reached.

4.1  Steady state

Figure 10 shows the experimental results for Cases 1–5 
and core temperature evolution process. The core tempera-
ture is defined as the mean temperature obtained from the 
thermocouples located inside the heated block. During the 
first 6000 s, the core temperature gradually increases to its 
maximum value, and this period is regarded as the heating 
period. Then, until 10,000 s, the core temperature remains 
stable with a disturbance of ± 0.5 K, establishing the steady 
state. Finally, the external power supply was cut off, and 
the system temperature decreased to match the environment. 
The long test period was primarily due to the large thermal 
capacity of the solid block.

The relationship between the steady-state temperature and 
power, shown in Fig. 11a, exhibits a strong linear correla-
tion. The average core temperature reached 500 K at 500 W. 
The results reveal a correspondence between the steady-state 
temperature of the power and system. For the heating and 
cooling processes, the concept of the temperature time con-
stant can be applied to describe the speed of the temperature 
response of the system, whose mathematical expressions are 
shown in Eqs. (15) and (16) as follows:

Here, ΔT(t) is the difference between the current and ini-
tial temperatures, and ΔTss is the difference between the final 
and initial temperatures. �th,h and �th,c are the time constants 
for the heating and cooling processes, respectively. Based on 
the experimental data shown in Fig. 10, the process tempera-
ture difference can be fitted using Eqs. (15) and (16), and the 
resulting values of �th,h and �th,c under different powers are 
plotted in Fig. 11b. This indicates that the temperature–time 
constant of this system is in the range 1000–1200 s. Owing 
to the form of the temperature response described by Eqs. 
(15) and (16), the total heating and cooling times for all 
these cases were similar, as shown in Fig. 10. Hence, it can 
be concluded that the solid-state system temperature varia-
tion behavior is hardly affected by the constant power, and 
the thermal response of the system is relatively slow owing 
to the large thermal capacity with a temperature time con-
stant of approximately 1100 s.

The operating performance of the water heat pipe under 
steady-state conditions is shown in Fig. 12. The axial tem-
perature distribution was even for all cases. The tempera-
ture difference between the evaporator and condenser was 
approximately 10 K for Case 5, with a power input of 500 
W. As shown in Fig. 12bthe thermal resistance of one of the 
heat pipes was ~ 0.4 K/W, based on Eq. (6). Furthermore, the 
thermal resistance decreased as the power increased. This 

(15)ΔT(t) = ΔTss

(

1 − e
−

t−t0

�th,h

)

(16)ΔT(t) = ΔTss

(

e
−

t−t0

�th,c

)

Fig. 11  (Color online) Time response of the heat pipe-cooled system under different input power: a steady-state temperature and b temperature 
time constant
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phenomenon is consistent with previous studies [52], which 
suggested that higher power improves the heat removal capa-
bility of the heat pipe. The uncertainty of the thermal resist-
ance at a lower power level is much larger owing to the 
reduced temperature difference between the evaporator and 
condenser. In short, these heat pipes have an excellent the 
heat transfer capability, with an effective thermal conductiv-
ity of up to 4000 W/m K.

4.2  Start‑up transient

Figure 13 shows the startup process of Case 7, where we 
insert a step external reactivity of + 0.1 $ at 300 s. Fig-
ure 13a shows the variations in power and temperature. 
This positive external reactivity is compensated by the 
negative feedback reactivity caused by the temperature 
growth, such that a new steady state can eventually be 
established under a net reactivity of zero. As shown in 
Fig. 13a, the intermediate process exhibits relatively com-
plicated power and temperature oscillations, which can be 
explained by the unmatched time transient of the neutron-
ics and thermal dynamics. A similar phenomenon has been 
previously reported [53]. The slow temperature increase at 
the beginning caused a significant power overshoot. The 
peak power rapidly emerged because of the exponential 
neutron growth. The high power accelerated temperature 
growth, resulting in a temperature overshoot. After passing 
through another much lower peak, the oscillation gradually 
vanished, indicating the establishment of a dynamic bal-
ance among reactivity, power, and temperature.

The variation in the wall-temperature distribution 
of heat pipe #c in Case 7 is shown in Fig. 14. The wall 

temperature difference between the evaporator and con-
denser is within 3.5 K during the start-up transient. Based 
on [24], the variation in the axial vapor temperature is 
within 0.9 K for water heat pipes; thus, the wall tempera-
ture has a positive relationship with the wall heat flux. In 
this study, only the evaporator heating power was con-
trolled and varied, whereas the condenser was cooled by 
natural convection and radiation. It can be found from the 
plots that the transient variation of ΔT

a−c has a similar 
oscillation trend with the power, meaning that heat pipes 
have better isothermal characteristics and the temperature 
difference between the reactor and the power conversion 
system is flatten when the heating power is decreasing.

During the sensitivity analysis of Cases 6–11, similar 
power and temperature oscillations were observed using 
the HIL test bench. In the theory of neutronics, the stable 
exponential power growth after a step of external reactiv-
ity is inserted can be approximated using Eq. (17).

where A is a proportionality coefficient, and P0 is the initial 
power. �n is defined as the neutronics period, which means 
the time needed for the power to change by e times. Table 6 
lists the calculated neutronics period of Cases 6–11. As the 
external reactivity increases, the neutronics period decreases 
rapidly, and the power increases in the nuclear-powered sys-
tem. For Case 11, a neutronics period of 31.61 s means that 
it only needs 72.8 s for the power to increase by an order of 
magnitude. However, the temperature time constant, shown 
in Fig. 11b, is approximately 1100 s, which is much lower 
than the rate of power increase. This discrepancy could offer 

(17)P(t) = AP0e

t

�n ,

Fig. 12  Heat pipe heat transfer evaluation under different power inputs: a axial temperature distribution and b thermal resistance of a heat pipe
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Fig. 13  Results of Case 7 with an external reactivity step of + 0.1 $ inserted: a power and temperature and b reactivity

Fig. 14  Variation of the wall temperature distribution of the heat pipe 
#c in Case 7

Table 6  Neutronics period for 
Cases 6–11

No Step external 
reactivity ($)

Neutron-
ics period 
(s)

6  + 0.8 97.16
7  + 1.0 73.05
8  + 1.2 57.23
9  + 1.4 46.08
10  + 1.6 37.88
11  + 1.8 31.61
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a quantitative interpretation of the oscillations observed in 
solid-state nuclear systems.

To investigate the nature of the oscillations, we utilize 
the characteristic times �1 and �2 , along with the ampli-
tudes of power and temperature, as defined in Fig. 13a. This 
allows for a comprehensive description of both the duration 
and strength of the oscillations. The relationship between 
the external reactivity and neutronics period is displayed 
in Table 6 for open-loop Cases 6–11. As the net reactivity 
changes with temperature, the inserted external reactivity is 
used to represent the transient features of the system. The 
initial external reactivity reflects the rate of neutron multipli-
cation. The trends in these characteristic parameters, as func-
tions of the neutronics period, are shown in Fig. 15. As the 
external reactivity increases and neutronics period shortens, 
the first overshoot ( �1 ) seems to occur earlier, and the ampli-
tude of oscillation increases. In addition, the oscillations 

during long neutronic periods lasted longer. Figure 15c 
demonstrates a strong linear correlation between the char-
acteristic oscillation time and neutronics period. Notably, the 
power overshoot was much more severe than the temperature 
overshoot. Taking Case 11 as an example, the amplitude of 
the power reached 1200 W. Consequently, the oscillations 
following a substantial external reactivity insertion must be 
carefully monitored in the rapid start-up scenarios to pro-
tect the reactor core from the impact of intense power and 
thermal transients.

To eliminate the oscillations observed in Cases 6–11 
during the power-up process, a closed-loop operation and 
controlled external reactivity insertion were adopted in Case 
15, which resulted in the key parameter evolution shown 
in Fig. 16. As mentioned in Sect. 3, the time step of the 
data exchange and operation of the PID controller was set as 
500 ms. The power setpoint was chosen to linearly increase 

Fig. 15  Oscillation phenomena of temperature and power as functions of neutronics period: a amplitude of temperature, b amplitude of power, 
and c characteristic time
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Fig. 16  Results of Case 15, with a PID controller. The target steady-state power matches that obtained in Case 7. a Power and temperature, b 
reactivity, and c rate of external reactivity insertion
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from 1 to 94 W during the time period from 300 to 330 s. 
Hence, the rate of power increase was 3.1 W/s. As seen in 
Fig. 16a, the process power can generally follow the setpoint 
well, thereby affirming the effectiveness of the controller. As 
seen in Figs. 16a–c, the rate of reactivity insertion quickly 
reached its upper limit of + 0.1 $/s at 300 s, resulting in an 
increase in the external reactivity to 0.7 $, indicating that no 
prompt criticality occurred and that the nuclear system was 
safe. The power also increased from 1 to ~ 35 W under this 
large external reactivity. Subsequently, the rate of reactivity 
insertion suddenly decreased to its lower limit of –0.1 $/s 
to ensure that the power followed the setpoint. This sudden 
change in the controller output indicates a variation in the 
direction of the CD rotation during real-time operation. Sub-
sequently, over the course of 330 s, the CD slowly rotated 
inward to maintain the power linearly at 95 W. During the 
initial power-up period, the temperature fluctuations were 

not pronounced; therefore, the net reactivity was almost 
equal to the external reactivity. After 400 s, the CDs were 
controlled to gradually insert an external reactivity to com-
pensate for the negative feedback reactivity caused by the 
core temperature growth; thus, the power could remain at 95 
W under a zero net reactivity. During this period, the rota-
tion of the CD was quite slow; therefore, a dead zone should 
be applied to the controller to prevent frequent movement of 
the CDs and protect its actuator instrument under real-world 
applications. During the entire process, the core temperature 
increased smoothly to its steady state, and no oscillations 
appeared owing to the contribution of the controller.

4.3  Shut‑down transient

In addition to the start-on transient, a series of shut-down 
analyses was conducted in this study because small nuclear 

Fig. 17  Power and temperature overshoot in Cases 12–14: a temperature and b power
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reactors often need to accommodate flexible power output 
requirements. Figure 17 shows the HIL simulation results for 
the open-loop power-down processes for Cases 12–14. The 
initial power was 400 W, and the preheating process lasted 
for 7500 s until the core temperature stabilized at approxi-
mately 450 K. During the first 1000 s after the negative step, 
external reactivity was inserted, causing a rapid decrease in 
the power, which dropped below 50 W. However, a signifi-
cant power occurred in all these cases because the of the 
rapid temperature drop, leading to a positive net reactiv-
ity at 8000–9000 s. The power peak reached 450 W, which 
was even higher than the initial power, was attributed to 
the large initial neutron density. Oscillations also emerged 
during the power-down process when considering the tem-
perature feedback. In different cases, the amplitudes of these 
oscillations were quite similar, but the oscillation duration 
significantly increased as the inserted negative external reac-
tivity increased. After 11,000 s, this oscillation gradually 
vanished, and the system reached a new steady state.

The variation in the wall temperature distribution of heat 
pipe #c in Case 14 during the shutdown process is shown in 
Fig. 18. Similar to the start-up process, the axial temperature 
difference of the heat pipe varies with the heating power, and 
ΔTa−c drops from 10 to 6 K. The temperature distribution 
between the reactor and power conversion system appeared 
to be more uniform after the heating power, and the heat flux 
outside the evaporator decreased.

The final stable power of Case 13 was 205 W, which was 
used as the target set point for Case 16. In Case 16, the PID 
controller was adopted, and a closed-loop simulation was 
conducted. The evolution of these key parameters in Case 
16 is shown in Fig. 19. Over a span of 7500 s, the power 
setpoint decreased at a rate of − 6.5 W/s, and the control-
ler output promptly adjusted to − 0.01 $/s, resulting in an 
external reactivity of − 0.2 $. Subsequently, the CD reversed 
and rotated outside, providing a positive external reactiv-
ity of + 0.012 $/s. Thus, the reactivity were controlled to 

maintain the process power following the setpoint. As per 
the results shown in Fig. 19a, the controller demonstrated 
excellent performance, and no temperature oscillation was 
observed, in contrast to the results of Case 13. This test 
revealed the effectiveness of the closed-loop operation in 
regulating the power-down process and emphasized the 
importance of precise control over the external reactivity by 
adjusting the angles of the drums. This outcome is consistent 
with that discussed in the startup simulation in Sect. 4.2.

5  Conclusion

In this study, we designed a HIL framework to investigate 
the dynamic response of a solid-state mHPR system. The 
HIL platform was based on a general desktop PC with a 
special real-time treatment, and a scaled-down prototype of 
the proposed mHPR was built in the laboratory. Using this 
HIL simulation, complicated nuclear systems can be tested 
and researched with high efficiency and low capital costs 
because no expensive real-time target hardware or experi-
mental materials are involved. Many simulations, including 
start-up/shut-down and open/closed-loop controls, were car-
ried out, and their results were discussed. The main conclu-
sions are summarized as follows:

(1) To address the execution time disturbance caused by the 
desktop PC OS, a buffer zone with a FIFO mechanism 
was used for data synchronization between the hard-
ware and software. Sensitivity analysis indicated that 
choosing 500 ms as the HIL time step could achieve a 
good compromise between the real-time and control 
requirements.

(2) The thermal features of the test bench were evalu-
ated using a constant power input. The heat loss in the 
experimental setup was less than 20%, and the tem-
perature time constant was approximately 1100 s. The 
water heat pipe exhibited excellent heat transfer perfor-
mance, with an effective thermal conductivity of up to 
4000 W/m·K.

(3) In open-loop system operation, significant power and 
temperature oscillations were observed after a step 
external reactivity was inserted. During the start-up 
process, the oscillation characteristic time had a lin-
ear relationship with the neutron period. During the 
shutdown process, the oscillations lasted longer as 
the external reactivity of the inserted negative step 
increased. These oscillations can be explained by the 
inconsistency of the transient time level between the 
neutron reactions and temperature variations in a solid-
state nuclear system with large thermal inertia. This 
phenomenon should be taken into account in the real 
design process.

Fig. 18  Variation of the wall temperature distribution of the heat pipe 
#c in Case 14
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Fig. 19  Results of Case 16 with a PID controller involved. The target steady-state power was set based on the result obtained in Case 13. a 
Power and temperature, b reactivity, and c rate of external reactivity insertion
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(4) The closed-loop controller helps eliminate oscilla-
tions by adjusting the CD rotation speed and direction. 
When the required external reactivity insertion is small, 
a dead zone should be considered in the real control 
system for better power following and protection of the 
CD structure.

Notably, there are differences in the dynamic character-
istics between this study and the actual operation of heat 
pipe-cooled nuclear reactors. The frozen start-up of high-
temperature alkali heat pipes results in a rapid temperature 
increase from room temperature to above 700 K, enabling 
the establishment of a steady continuum vapor flow. This 
requires more complicated operating schemes for manag-
ing the external reactivity. Moreover, the size and thermal 
inertia of the actual solid core were significantly larger than 
those of the prototype. This could have caused the slower 
variation in the core temperature and different oscillation 
periods. In addition, the thermal expansion of the solid core 
significantly contributes to the negative temperature feed-
back effect and should be included in the transient analysis.

In future work, this HIL platform could be improved in 
many aspects, such as using a high-temperature heat pipe 
to closely replicate the real core temperature, enlarging 
the dimensions of the test bench to investigate the influ-
ence of the power spatial distribution, considering the ther-
mal–mechanical feedback effect, and replacing the PKE 
with a more complicated but accurate neutronics model. In 
summary, the initial HIL platform proposed in this study 
has proven effective in characterizing the dynamics of small 
solid-state nuclear-powered systems and shows promise for 
further exploration.
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