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Abstract
The accurate modeling of depletion, intricately tied to the solution of the neutron transport equation, is crucial for the design, 
analysis, and licensing of nuclear reactors and their fuel cycles. This paper introduces a novel multi-group Monte-Carlo 
depletion calculation approach. Multi-group cross-sections (MGXS) are derived from both 3D whole-core model and 2D fuel 
subassembly model using the continuous-energy Monte-Carlo method. Core calculations employ the multi-group Monte-
Carlo method, accommodating both homogeneous and specific local heterogeneous geometries. The proposed method has 
been validated against the MET-1000 metal-fueled fast reactors, using both the OECD/NEA benchmark and a new refueling 
benchmark introduced in this paper. Our findings suggest that microscopic MGXS, produced via the Monte-Carlo method, 
are viable for fast reactor depletion analyses. Furthermore, the locally heterogeneous model with angular-dependent MGXS 
offers robust predictions for core reactivity, control rod value, sodium void value, Doppler constants, power distribution, 
and concentration levels.
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1  Introduction

Depletion, also known as burnup or transmutation, is a 
time-dependent process in which nuclides transform due 
to nuclear reactions and spontaneous radioactive decay 
[1]. Modeling depletion is crucial for the design, analysis, 
and licensing of nuclear reactors and their fuel cycles, as 
it is intimately tied to the solution of the neutron transport 
equation. The Monte-Carlo (MC) method offers a versatile 
approach to tackle neutron transport challenges. It accom-
modates both continuous-energy (CE) and multi-group 
cross-sections (MGXS) and allows for modeling using either 
constructive solid geometry (CSG) or computer-aided design 

(CAD) representations. This flexibility ensures accurate 
and high-fidelity modeling of nuclear reactors and related 
systems.

The depletion capabilities have been implemented in 
many Monte-Carlo codes by coupling with their CE trans-
port calculation including MCNP6 [2], MC21 [3], Serpent 
[4], JMCT [5], RMC [6], and OpenMC [1], etc. The CE 
depletion calculation scheme determines reaction rates 
for all nuclides within depletable zones. These rates sub-
sequently assist in solving the Bateman equations. Despite 
the detailed physics modeling, which grants the CE scheme 
enhanced simulation precision, it demands repeated CE 
transport calculations. This repetition leads to high compu-
tational costs, especially given the numerous reaction rate 
tallies required for the discretization of depletable zones and 
nuclides [7]. Any modifications to core parameters neces-
sitate a complete recalculation of depletion demanding 
substantial computational resources, especially during the 
general design phase of a nuclear reactor.

Conversely, the multi-group Monte-Carlo (MGMC) 
transport calculation, homogenizes the space and utilizes 
MGXS. This method is adopted by platforms such as 
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MVP/GMVP II [8], Shift [9], MC3 [10], RMC [6], and 
OpenMC [11]. It offers the advantage of reduced com-
putational costs while retaining flexibility in geometric 
modeling. One key focus in multiphysics analysis is the 
local heterogeneity at the core calculation level [12]. This 
research examines the locally heterogeneous modeling of 
absorbers in contrast to the conventional homogeneous 
modeling of all assemblies in multi-group core solutions.

The effectiveness of MG calculations largely hinges on 
the generation of MGXS. While MGXS is foundational for 
many deterministic neutron transport codes and MGMC 
calculations, its generation via CEMC tallies has gained 
traction. Platforms such as SERPENT [13], MCNP6 [2], 
McCARD [14], RMC [6], and OpenMC [15] have incor-
porated this method. It integrates resonance self-shielding 
and multi-level lattice calculations, providing an alternative 
to deterministic approaches. Given the intricate geometries 
and mixed spectra in contemporary nuclear system designs, 
there is increasing interest in this method. Although past 
research [16–19] has often employed 2D assemblies/clusters 
or 3D assemblies to generate macroscopic cross-sections, 
this study delves into 3D whole-core modeling for generat-
ing microscopic MGXS. This approach becomes even more 
pertinent for smaller reactors, emphasizing the significance 
of neutron leakage and spatial effects.

In our previous work, we verified the generation of 
MGXS using OpenMC [20] and its integration with a 
MGMC transport solver and a diffusion solver. This verifica-
tion was performed on a sodium fast reactor (SFR) for static 
analyses without burnup [17]. The present work's objective 
is to develop and verify a transport depletion coupling cal-
culation method. This method utilizes MGXS generated in 

3D whole-core models using the CE MC technique and core 
calculations executed with the MGMC method that incor-
porates locally heterogeneous models. Additionally, this 
research will explore the impact of angle-dependent and 
burnup-dependent MGXS.

The remaining paper is organized as follows: Section 2  
elaborates on the calculation scheme adopted in this study, 
encompassing the strategies for cross-section generation, 
core calculation, and depletion resolution. Section 3 presents 
the numerical benchmarks for the proposed scheme. Sec-
tion 4 concludes the paper, summarizing key findings, dis-
cussing potential limitations, and hinting at future research 
directions.

2 � Multi‑group Monte‑Carlo depletion 
scheme

Figure 1 provides a comprehensive overview of the MG 
depletion scheme proposed herein. This scheme encapsu-
lates effective cross-section generation, core calculation, and 
depletion resolution. These critical phases will be elucidated 
in the subsequent sections. It is noteworthy that the MG 
model’s design, which includes its geometry, materials, and 
cross-sections, is facilitated by OpenMC's Python API. This 
not only streamlines model construction but also offers flex-
ibility in toggling between the CE and MG schemes.

Fig. 1   Schematic of multi-group Monte-Carlo burnup calculation scheme
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2.1 � Cross‑section generation stage

2.1.1 � Single‑group microscopic cross‑sections 
for depletion

The 1-group cross-sections, essential for depletion calcula-
tions, are derived from OpenMC's modeling of the 2D fuel 
subassembly (SA) as depicted in Fig. 2. This is achieved 
using flux-volume homogenization techniques. During this 
phase, 1-group (n, f), (n, γ), (n, α), (n, p), (n, 2n), (n, 2n), (n, 
3n), and (n, 4n) microscopic cross-sections for all nuclides 
listed in the ENDF/B-VII.1 library are generated. These 
cross-sections align with those utilized in the CE depletion 
scheme. The rationale behind employing this 2D geometry is 
to ensure representative flux characteristics, pivotal for gen-
erating cross-sections for depletion. Such supercell geom-
etries are prevalently employed in deterministic processes 

for generating multi-group cross-sections for transport cal-
culations [21].

2.1.2 � Multi‑group microscopic cross‑sections 
for whole‑core transport and depletion

These cross-sections are produced from OpenMC's mod-
eling of a 3D heterogeneous core, as visualized in Fig. 3a. 
This comprehensive core model is adept at conducting 
intricate depletion calculations and generating MGXS for 
every burnup step. The impact of burnup on the microscopic 
MGXS of metal-fueled SFRs is delved into in Sect. 3.1.2. 
While generating burnup-dependent MGXS would elevate 
the computational demands, this study leverages burnup-
independent MGXS unless stated otherwise. In a fresh core, 
there is an absence of fission products and certain heavy 
nuclides. For depletable materials, material composition is 
anticipated using the 1-group cross-sections from the pre-
ceding phase. The flux level is discerned from the 2D fuel 
subassembly, reflecting the core's average power density. 
The irradiation duration equates to half of the core's total 
residence time. Depletion calculations, employing the pre-
dictor method, are executed using OpenMC's inbuilt solver. 
Both the chain and time step mirror the core's comprehen-
sive calculations. Consequently, the composition closely 
mirrors an average burnup state, leading to the generation 
of MGXS in a core state with an average fuel burnup.

Microscopic cross-sections are generated using flux-
volume homogenization techniques by simulating the het-
erogeneous core with predicted compositions through CE 
calculations. This procedure simultaneously produces the 
microscopic cross-sections of heavy nuclides, structural 
nuclides, and key fission products from all core materials. 
For the core transport calculation in Stage 2, 33-group total 

Fig. 2   (Color online) Layout of 2D fuel subassembly of MET-1000 
for 1-group cross-section generation

Fig. 3   (Color online) Symbolic illustrations of 3D core model for cross-section generation and multi-group core calculation. (a) Heterogeneous 
model; (b) Homogenous model; (c) Locally heterogeneous model
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( �t ), absorption ( �a ), fission production ( ��f ), scattering 
multiplicity ( �s ), and fission emission spectrum ( � ) micro-
scopic cross-sections are employed. The scattering multi-
plicity equips OpenMC’s multi-group mode with the requi-
site data for accurate treatment of scattering multiplication 
(specifically, (n, xn) reactions). This data also elucidates how 
this multiplication varies based on both incoming and outgo-
ing neutron energies.

In OpenMC [15], the angle-independent macroscopic 
cross-section Σx,i,k,g ​ for a nuclide i in spatial region k and 
energy domain [Eg–1, Eg], is determined by the ratio of 
group-wise reaction rates ⟨Σx,i,�⟩

k,g
 ​ to fluxes ⟨�⟩k,g ​ as meas-

ured by the track-length estimators.

Scattering data is represented through a Legendre expan-
sion. For consistency, the scattering matrix is derived as 
the product of the scattering cross-sections Σs,i,k,g , which are 
determined by the track-length estimator, and the group-to-
group probabilities Ps�,i,k,g′→g:

where the scattering probability matrix is computed from 
analog tallies:

This consistent formulation of higher-order scattering 
ensures that exact preservation of the reaction rate balance, 
as other cross-sections are determined using a track-length 
estimator. Additionally, the formulation takes into account 
the scattering multiplicity effect, capturing the effect of neu-
tron multiplication stemming from (n, xn) reactions.

The fission spectrum is obtained by using:

(1)Σx,i,k,g =
Σx,i�k,g

�k,g

(2)⟨Σx,i,�⟩
k,g

= ∫
r∈Vk

dr∫
4�
d�∫ Eg−1

Eg
dEΣx(r,E)�(r,E,�)

(3)⟨�⟩k,g = ∫
r∈Vk

dr∫
4�
d�∫ Eg−1

Eg
dE�(r,E,�)

(4)Σs�,i,kg�→g = Σs,i,k,g� × Ps�,i,k,g�→g,

(5)Ps�,i,k,g�→g =
Σs�,i,�k,g�→g

Σs0,i,�k,g�→g

,

(6)Σs𝓁,i,�k,g�→g = ∫r∈Vk

dr ∫4�

dΩ� ∫
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Eg�

dE� ∫4�
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dEP
𝓁

(
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)
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f,g
�
→g

�⟩
⟨��f�⟩ ,

(8)⟨�Σf,g
�
→g�⟩ = ∫

r∈V
dr∫

4�
dΩ

�∫ ∞

0
dE

�∫ Eg−1

Eg
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,

Traditionally, both the rate and flux are tallied across the 
entire angular space, leading to MGXS that are independent 
of the incident neutron angles. This approach is commonly 
referred to as the flux separability approximation (FSA) 
[22]. However, when there is correlation between angle- and 
energy-dependence of the neutron flux, the FSA can poten-
tially introduce significant errors [22]. OpenMC offers a more 
rigorous approach by generating angle-dependent MGXS data, 
essentially providing MGXS data that explicitly relaxes the 
constraints of the FSA. For a given angle bin ω, the MGXS 
are defined as:

Utilizing angle-dependent MGXS data to relax the con-
straints of the FSA has been shown to enhance accuracy, espe-
cially in 1-D and 2D symbolic problems [22]. In this paper, 
we will probe the effects of FSA on MC transport within a 3D 
realistic fast reactor core. Herein, the term 1-angle scheme 
denotes that MGXS is generated under the FSA. In contrast, 
the 32-angle scheme signifies MGXS generation that relaxes 
FSA, achieved by evenly dividing the angle into 8 azimuthal 
and 4 polar angles.

Given this setup, the nuclide-specific microscopic cross-
section is formulated as:

(9)⟨�Σf�⟩ = ∫
r∈V

dr∫
4�
dΩ

�∫ ∞

0
dE

�∫ ∞

0
dE�(E)�Σf

�
r,E

�
�
�

�
r,E

�
,Ω

�
�
.

(10)Σx,i,k,g,� =
Σx,i,�k,g,�

�k,g,�

,

(11)
⟨Σx,i,�⟩

k,g,�
= ∫

r∈Vk
dr∫

�
d�∫ Eg−1

Eg
dEΣx(r,E)�(r,E,�),

(12)⟨�⟩k,g,� = ∫
r∈Vk

dr∫
�
d�∫ Eg−1

Eg
dE�(r,E,�).

Under this definition, parameters such as �t , �a , ��f , �s , 
and χ of all nuclides are computed. Additionally, we account 
for the radioactive capture �c and ��f of all heavy nuclides 
throughout the core. For the remaining reactions and nuclides, 
1-group microscopic cross-sections are utilized during the 
depletion calculation in Stage 3.

Gamma heating constitutes a significant portion of the 
core's power. Gamma-heating values are derived from gamma 
KERMA values and gamma production cross-sections, as 

(13)�x,i,k,g =
Σx,i,k,g

Ni,k

.
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generated by the multi-group cross-section generation code 
[23, 24]. In the multi-group transport calculation detailed in 
Sect. 2.2 , only kappa-fission (Hkappa) fors flux normalization. 
The normalization factor (fMG) is determined as:

While Hkappa represents the recoverable energy from 
fissions, energy contributions from neutron heating and 
secondary photons are also vital. Within OpenMC's CE 
depletion scheme, normalization relies on localized heating 
(Hlocal), which accounts for indirect energy, such as neutron 
heating and energy from secondary photons, are taken into 
account. In CE calculation, the normalization factor (fCE) 
is obtained by diving the core power (P) by the observed 
heating rate (Hlocal):

The Hkappa​ is typically less than Hlocal , its normalization 
can introduce errors. Consequently, we tally both Hlocal​ and 
Hkappa​ for the entire core. Their ratio serves as a heating cor-
rection factor (HC) during the core calculation stage.

The amended normalization factor in the MG stage 
becomes:

Other tallies, for instance, the flux, undergo multiplication 
by the normalization factor to render values in conventional 
units. Therefore, a flux acquired without HC is greater than 
one with HC. Our heating corrector method is a “global” 
correction approach, contrasting with gamma-heating cal-
culations rooted in gamma data generation and distribution. 
The implications of heating correction are discussed further 
in Sects. 3.1.2 and 3.1.6.

2.2 � Core calculation stage

The MGMC core transport calculations rely on macroscopic 
cross-sections, which are formulated using multi-group 
microscopic cross-sections and concentrations determined 
during the depletion resolution phase.

The geometry for the MGMC core calculation is con-
structed using the CSG method. The core calculation 
employs both homogeneous (Homo, as depicted in Fig. 3b) 
and locally heterogeneous (LHete, as shown in Fig. 3c) 
modeling. In the homogeneous approach, each subas-
sembly sector is unified into a single macroscopic zone. 
Despite its distinct methodology, the MG scheme retains a 

(14)fMG =
P

Hkappa

.

(15)fCE =
P

Hlocal

.

(16)HC =
Hkappa

Hlocal

(17)f corrector
MG

= fMG ⋅ HC.

similar degree of geometric description freedom as the CE 
scheme. With the locally heterogeneous modeling, specif-
ics such as particular fuel rods, unique experimental struc-
tures, absorbers, burnable poisons, and more are precisely 
defined, while other regions undergo homogenization. In 
this study, absorber pellets within control rods are main-
tained in the locally heterogeneous model. While previous 
research explored this modeling with deterministic codes, 
it necessitated finer local meshes and considerably more 
computational resources [21]. However, the multi-group 
MC solver proficiently models local heterogeneity using the 
CSG method with only marginally increased computational 
demand.

Parameters such as the effective multiplication factor 
(keff), power distribution, and 33-group flux distribution are 
derived from the MG core calculations. It is assumed that the 
power's relative distribution mirrors the kappa-fission dis-
tribution. The flux undergoes normalization using the total 
kappa-fission of the entire core and the heating correction 
factor from the preceding phase.

2.3 � Depletion solving stage

The fission and capture reaction rates for heavy nuclides 
are ascertained by combining the 33-group microscopic 
cross-sections from the MGXS generation phase with the 
33-group flux from the core transport calculation phase. For 
other nuclides, the reaction rates are determined by merg-
ing the 1-group microscopic cross-sections with the sum 
of the 33-group flux. These reaction rates, in conjunction 
with the depletion chain, facilitate the construction of the 
burnup matrix necessary for solving the Bateman equation. 
Following this, nuclide concentrations for each depletable 
material are updated.

OpenMC's built-in depletion solver evaluates matrix 
exponentials using the Chebyshev rational approximation 
method [1], a technique proposed in papers by Pusa [25, 26] 
and later integrated into OpenMC by Romano [1]. OpenMC 
encompasses multiple integration methods and depletion 
chains. This research employs the predictor method, which 
assumes a consistent burnup matrix over a burnup time step, 
across both the CE and MG schemes. The depletion chain 
encompasses transmutation patterns, decay data, and fission 
product (FP) yields, serving as crucial data for precise deple-
tion calculations. This study utilizes two depletion chains 
available in OpenMC:

•	 The full chain, comprising 3820 nuclides, is sourced from 
the ENDF-format library.

•	 The CASL chain, encompassing 228 nuclides, is derived 
using the VERA depletion benchmark specification and 
adjusted decay branching ratios for select nuclides to 
maintain accurate nuclide production rates.
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The primary distinction between these chains lies in their 
FP treatment. Most FPs with shorter half-lives are excluded 
in the CASL chain and are assimilated into their descend-
ant nuclides. As per [27], the computation time for the CE 
scheme with the full chain is approximately double that of 
the CASL chain, with minimal reactivity variance. The full 
chain becomes particularly relevant when precise FP com-
putations are requisite.

3 � Results and discussions

This study emphasizes the numerical verification of the 
MET-1000 core, a 1000 MWth mid-sized metal-fueled 
SFR core, as derived from the benchmark by the OECD/
NEA Working Party on Scientific Issues of Reactor Sys-
tems (WPRS) [28]. This benchmark was selected due to its 
diverse contributions from numerous international organi-
zations, each employing different neutronic data libraries 
and transport codes. This diversity ensures a comprehen-
sive feedback derived from a broad spectrum of neutronic 
simulations.

Section 3.1 presents the results from the OECD/NEA 
benchmark. Since the OECD/NEA benchmark encompasses 
only one cycle, an additional verification that examines 
multiple cycles with a batch-wise fuel refueling scenario is 
detailed in Sect. 3.2.

3.1 � MET‑1000 OECD/NEA benchmark

3.1.1 � Description of benchmark

The detailed specifications for the MET-1000 can be found 
in Ref. [28]. This model is rooted in the advanced burner 
reactor (ABR) core concept, which utilizes a ternary 
U–Pu–Zr metallic fuel. The layout of the MET-1000 core is 
presented in Fig. 4, which encompasses 72 inner driver fuel, 
102 outer driver fuel SAs, 114 radial reflector SAs, 66 radial 
shielding SAs, and 19 control SAs. This core is grounded 
in current fast reactor technological know-how. Anticipated 
outcomes include core multiplication factors, sodium void 
worth, Doppler constant, effective delayed neutron fraction, 
average nuclide mass, and power distribution at both the 
beginning of cycle (BOC) and end of cycle (EOC). Exclud-
ing the effective delayed neutron fraction, subsequent discus-
sions will explore other results from both the CE and MG 
schemes. The CE scheme results serve as a reference for 
the MG scheme, as they stem from the same modeling and 
nuclear data libraries, which encompass the ENDF/B-VII.1 
cross-sections and full depletion chain.

The reference CE model of MET-1000 using OpenMC is 
shown in Fig. 4. This representation ensures all benchmark-
specified structures are modeled without any oversimplifica-
tions. This exact model is also employed for the generation 
of MGXS across all zones simultaneously. The MG core 
simulation is undertaken with both Homo and LHete mod-
eling, as illustrated in Fig. 5. The sole distinguishing factor 
between the Homo and LHete models is the LHete's explicit 
depiction of control rods within the 19 control SAs. For both 

Fig. 4   (Color online) Radial 
(a) and axial (b) layout of 
MET-1000 core. Remark: 
Control rods are symbolically 
presented in the radial layout, 
and positioned at the top of the 
fissile zone (as depicted in the 
axial layout) in the depletion 
simulation
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CE and MG schemes, the cycle duration, set at 328.5 days, 
is evenly split into five steps. The fuel region undergoes a 
radial division into SA-by-SA and an axial division into 10 
zones for each SA.

3.1.2 � Reactivity

For the MET-1000 OECD/NEA benchmark, data from eight 
institutions yielded 20 distinct results. The core multipli-
cation factor (keff​) and the burnup reactivity swing (ΔρBU) 
derived from the OpenMC CE and MG modes are juxta-
posed with the OECD/NEA outcomes in Table 1. The ΔρBU 
is defined as:

The OECD/NEA benchmark results exhibit an approxi-
mate deviation of 750 pcm in the multiplication factor and 
422 pcm in the burnup reactivity swing. These discrepancies 
can be attributed to variations in simulation methodologies, 
model descriptions, and nuclear data libraries. All MG mode 
results from OpenMC align with the OECD/NEA findings 

(18)Δ�BU = 105
(

1

keff (BOC)
−

1

keff (EOC)

)
.

within a single standard deviation. However, the keff of the 
CE scheme at EOC extends beyond the deviation range spec-
ified in the OECD/NEA report. This divergence might arise 
from updates in nuclear data libraries and nuances in mod-
eling details. In this study, by contrasting the MG scheme 
with the CE scheme, we mitigate the effects of modeling 
precision and nuclear data library variations. This approach 
provides a more fitting validation for the MG scheme pro-
posed herein.

As illustrated in Fig. 6, employing the MG scheme 
with FSA results in an overestimation of core reactivity 
by approximately 1125 pcm at the BOC. By utilizing the 
32-angle MGXS data, this overestimation reduces to 425 
pcm. Notably, the angle-dependent MGXS data enhances 
the multiplication accuracy by approximately 700 pcm for 
the MET-1000 core.

By the EOC, there is a further rise in the overestima-
tion of core reactivity with burnup: approximately 150 
pcm for the 1-angle approach and 80 pcm for the 32-angle 
approach. This discrepancy in the keff prediction also influ-
ences the reactivity swing, leading the MG scheme to 
underestimate the burnup reactivity loss, as highlighted in 

Fig. 5   (Color online) Layout 
of homogenous (a) and locally 
heterogeneous (b) model for 
multi-group Monte-Carlo core 
calculation

Table 1   Core reactivity in 
MET-1000 OECD/NEA 
benchmark

Remark: The statistical uncertainty of the OpenMC results in keff is approximately ± 5 pcm. The results of 
the OECD/NEA Report are from Ref. [28]

Effective multiplication factor Burnup reactivity swing

keff at BOC keff at EOC ΔρBU (pcm) MG-CE (pcm)

OECD/NEA Report 1.0355 ± 0.0078 1.0123 ± 0.0071 −2210 ± 422 –
CE 1.02907 1.00334 −2492 –
1-angle&Homo 1.04087 1.01610 −2342 150
32-angle&Homo 1.03326 1.00812 −2414 78
1-angle&LHete 1.04125 1.01649 −2340 152
32-angle&LHete 1.03366 1.00858 −2405 87
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Table 1. The underlying causes of this deviation in burnup 
reactivity prediction will be explored subsequently.

It is noteworthy that the keff from the Homo scheme 
is approximately 40 pcm lower than that from the LHete 
scheme. This difference arises due to the Homo scheme's 
overestimation of the control rod's absorption capacity 
(refer to Sect. 3.1.3). However, the difference between the 
Homo and LHete schemes concerning burnup reactivity 
is minimal.

Table 2 provides a summary of the sensitivity of burnup 
reactivity swing across various scheme configurations. The 
designation 1-angle & Homo & woHC represents results 
obtained without incorporating heating correction. In the 
context of the MET-1000 core, the normalization factor, 
when determined by the total kappa-fission, is 1.04 times 
that of the factor derived from the total heating-local. As a 
result, the option without heating correction (w/o HC) over-
estimates burnup by approximately 4%. This translates to 
a rough effect of approximately |–2492 × 4%|≈100 pcm in 
the burnup reactivity swing. Although the w/o HC option 
minimizes the discrepancy in burnup reactivity swing, it 
is a blend of multiple biases. The impact of the w/o HC 

option on concentration prediction will be further explored 
in Sect. 3.1.6.

Two primary sources contribute to the variation in the 
prediction of burnup reactivity swing:

(1)	 At the BOC, disparities in flux distribution and the 
spectrum between the MG and CE schemes can result 
in differences in reaction rates. This, in turn, affects 
the prediction of concentration distribution at the EOC. 
To validate this influence, the MG scheme is assessed 
with the EOC concentration deduced from the CE 
scheme. As evident from the 1-angle&LHete&CEConc 
and 32-angle&LHete&CEConc entries in Table 1, the 
EOC concentration from the CE scheme reduces the 
discrepancy in burnup reactivity swing by 88 and 53 
pcm, respectively.

(2)	 The assumption in this paper is that cross-sections 
remain constant with burnup. This approximation can 
introduce variations in the predicted core reactivity. 
To verify this, MG core calculations at both BOC and 
EOC are performed using corresponding BOC and 
EOC MGXS data. For the 32-angle & LHete case, the 

Fig. 6   Trend of multiplication 
factor in MET-1000 OECD/
NEA benchmark
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Table 2   Sensitivity of core 
reactivity to scheme options 
in MET-1000 OECD/NEA 
benchmark

Remark: w/o HC is the results without heating correction. CEconc is the MG core calculation with EOC 
concentration predicted from the CE scheme. VarXS is the MG core calculation at BOC with MGXS gen-
erated with the core state at BOC, at EOC with MGXS generated with addition nuclides predicted at EOC

Effective multiplication factor Burnup reactivity swing

keff at BOC keff at EOC ΔρBU (pcm) MG-CE (pcm)

1-angle&Homo & w/o HC 1.04087 1.01510 −2438 54
1-angle&LHete & CEConc 1.04125 1.01558 −2428 64
32-angle&LHete & CEConc 1.03366 1.00804 −2458 34
1-angle&LHete & CEConc&VarXS 1.04149 1.01557 −2451 42
32-angle&LHete & CEConc&VarXS 1.03390 1.00794 −2491 1
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BOC MGXS data introduces a reactivity increment of 
approximately 24 pcm from 1.03366 to 1.03390, ampli-
fying the BOC bias. Employing “variable” MGXS data 
ameliorates the burnup reactivity prediction by approx-
imately 30 pcm. Although the subsequent discussions 
utilize burnup-independent MGXS, the influence of 
burnup on MGXS warrants further examination in dif-
ferent reactor contexts.

When these two factors are accurately addressed, the 
32-angle&LHete&CEConc&VarXS displays a negligible 
deviation from the reference value.

3.1.3 � Control rod worth

The worth of the control rod, denoted as ΔρCR​, is calculated 
based on the difference in core reactivity when all control 
rods are fully withdrawn (position zout, at the top of the fis-
sile zone) versus when they are fully inserted (position zin, 
at the bottom of the fissile zone):

Table 3 displays the worth of the control rod at both the 
BOC and EOC. According to the MET-1000 OECD/NEA 
benchmark, control rods are treated as non-depletable. The 
observed increase in control rod worth primarily stems from 
changes in the power/flux distribution as illustrated in Fig. 7. 
All results from OpenMC, whether derived from the CE 
or MG modes, align within one standard deviation of the 
OECD/NEA results.

Comparing schemes, the homogeneous (Homo) model 
overestimates the control rod worth by approximately 5.3% 
relative to the CE scheme. Transitioning to the locally hetero-
geneous (LHete) model reduces this overestimation to 1.4%. 
These findings bear resemblance to those from MG calcula-
tions in the CEFR, a 65 MWth UOX experimental reactor 
[17] For the increase in control worth, the Homo and LHete 
schemes overestimate by approximately 85 pcm and 48 pcm, 
respectively. Relaxing the FSA slightly refines the results for 
the LHete scheme but seems to have minimal impact on the 
Homo scheme.

(19)Δ�CR = 105
(

1

keff (zout)
−

1

keff (zin)

)
.

Table 3   Control rod worth 
in MET-1000 OECD/NEA 
benchmark (unit: pcm)

Remark: The statistical uncertainty of the OpenMC results is approximately ± 5 pcm. The results of the 
OECD/NEA Report are from Ref. [28]

BOC EOC EOC-BOC

ΔρCR MG-CE ΔρCR MG-CE ΔρCR MG-CE

OECD/NEA Report 19,697 ± 2087 – 20,497 ± 2228 – – –
CE 18,257 – 18,932 – 675
1-angle & Homo 19,220 963 19,978 1047 758 83
32-angle & Homo 19,223 966 19,985 1053 762 87
1-angle & LHete 18,516 259 19,238 307 722 48
32-angle & LHete 18,432 175 19,155 223 723 48

Fig. 7   (Color online) 3D power 
distribution at BOC (a) and 
power variation at EOC (b) 
from continuous-energy Monte-
Carlo simulations in MET-1000 
OECD/NEA benchmark
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3.1.4 � Sodium void worth and Doppler constant

The sodium void worth is a crucial safety parameter for study-
ing the core physics of fast reactors. Within this benchmark, 
the sodium void worth is characterized by the difference in 
reactivity between sodium voided and normal states as follows:

where the subscripts void and normal denote the sodium 
voided and normal states, respectively. The benchmark 
defines the sodium voided state by voiding all sodium within 
the fissile zones. For the MET-1000, the sodium void worth 
is positive and tends to increase with burnup.

In our approach, the sodium void worth is calculated 
using the same MGXS microscopic library as the normal 
state. However, during the macroscopic library homogeniza-
tion process, 23Na is set to zero. All results from OpenMC, 
in both the CE and MG modes, align within one standard 
deviation of the OECD/NEA results. The 1-angle scheme 
exhibits an overestimation of the sodium void worth by 
approximately 110 pcm, whereas the 32-angle scheme 
underestimates by approximately 22 pcm. There is a notice-
able 132 pcm difference arising from the FSA. The disparity 
between the LHete and Homo schemes remains minimal 
(Table 4).

(20)Δ� = �void - �normal,

The Doppler constant, vital for understanding reactor 
behavior under varying temperatures, is defined as follows:

where the subscript high refers to the perturbed core state. 
As per the OECD/NEA benchmark, the heightened fuel 
temperature is double the standard, equating to 1614 K. It 
is essential to note that this temperature might exceed the 
fuel's melting point [29], thus its use is strictly for numerical 
benchmarking purposes.

In our methodology, MGXS data for all structural com-
ponents in perturbed states are regenerated based on the 
respective elevated temperatures. The Doppler constant 
comparisons are available in Table 5. Both the CE and MG 
scheme results comply with the OECD/NEA outcomes 
within a standard deviation. At the BOC, the MG results are 
in line with the CE outputs, also within one standard devia-
tion. While the Doppler constant diminishes with burnup 
according to the CE scheme, only the 32-angle MG scheme 
accurately predicts this trend. In contrast, the 1-angle scheme 
tends to underestimate the Doppler constant's variation.

(21)Δ� =
�high - �normal

ln
(

Thigh

Tnormal

) ,

Table 4   Sodium void worth 
in MET-1000 OECD/NEA 
benchmark (unit: pcm)

Remark: The statistical uncertainty of the OpenMC results is approximately ± 8 pcm. The results of the 
OECD/NEA Report are from Ref. [28]

BOC EOC EOC-BOC

Δρvoid MG-CE Δρvoid MG-CE Δρvoid MG-CE

OECD/NEA Report 2024 ± 407 – 2146 ± 435 – / –
CE 1991 – 2140 – 148
1-angle & Homo 2107 116 2254 115 147 −1
32-angle & Homo 1967 −24 2117 −23 150 2
1-angle & LHete 2099 108 2254 114 155 7
32-angle & LHete 1970 −22 2130 −10 160 12

Table 5   Doppler constant 
in MET-1000 OECD/NEA 
benchmark (unit: pcm)

Remark: The statistical uncertainty of the OpenMC results is approximately ± 8 pcm. The results of the 
OECD/NEA Report are from Ref. [28]

BOC EOC EOC-BOC

KD MG-CE KD MG-CE KD MG-CE

OECD/NEA Report 347 ± 44 – 348 ± 36 – – –
CE −358 – −334 – 24
1-angle & Homo −350 8 −350 −16 0 −23
32-angle & Homo −365 −7 −338 −4 26 3
1-angle & LHete −361 −3 −357 −23 3 −20
32-angle & LHete −365 −7 −340 −6 25 1
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3.1.5 � Power distribution

The 3D power distribution of the MET-1000 core, as deter-
mined by the CE schemes, is depicted in Fig. 7. Normalizing 
using the heating-local method reveals an average volume 
power density of 272.6 W/cm3 in the active zone. At the 
BOC, the peak and minimal power densities are 397.0 W/
cm3 and 133.4 W/cm3, respectively. By the EOC, these val-
ues change to 385.6 W/cm3 and 133.0 W/cm3 The highest 
power density is observed in the outermost ring of the inner 
fuel zone.

Figure 8 illustrates the power distribution variance 
between the 32-angles & LHete and CE schemes. Radi-
ally, the 32-angles & LHete approach tends to overestimate 
power density in outer regions and underestimate it in the 

inner regions. Axially, the upper zones show pronounced 
overestimation, whereas the lower zones indicate signifi-
cant underestimation. The underlying reasons for this sys-
tematic disparity merit further investigation.

Figure 9 presents histograms of the relative difference 
between MG and CE schemes. The relative difference lies 
within a range of ± 6%. The average statistical standard 
deviation of this difference is approximately 0.5%. Both 
BOC and EOC show similar patterns. We used the rela-
tive root mean square error (RRMSE) to assess the perfor-
mance of our models, calculated as follows:

(22)RRMSE =

�
∑N
i=1

(pi
MG

−pi
CE

)
2

N

pCE

Fig. 8   (Color online) 3D dis-
tribution of difference in power 
density between 32-angles 
& LHete and continuous-
energy scheme at BOC 
(RRMSE = 2.20%) (a) and EOC 
(RRMSE = 2.06%) (b) in MET-
1000 OECD/NEA benchmark
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Fig. 9   (Color online) Histogram of difference between multi-group and continuous-energy schemes in power density at BOC (a) and EOC (b) in 
MET-1000 OECD/NEA benchmark
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where pi
MG

 denotes the power density in region i as pre-
dicted by the MG solver, pi

CE
 is the power density in region i 

according to the CE solver, and pCE is represents the average 
power density. The computed RRMSE values for various 
approaches range between 1.85% and 2.06%.

3.1.6 � Concentration

Figure 10 presents the concentration of fission products 
(FPs) derived from the CE scheme. Over a single cycle, FPs 
accumulate to approximately 1.23 × 1021 atoms per cm3 in 
the metallic fuel. When excluding the heating-local cor-
rection, the MG scheme overpredicts FPs accumulation by 
approximately 4.2%, attributable to the overestimation of 
fuel burnup. Both the control rod geometry and relaxing 

of FSA have minimal impact on FP accumulation. With 
the exception of europium (atomic number = 63), the dis-
crepancy between the MG and CE schemes for individual 
elements remains within ± 0.5% when heating correction is 
applied. For the top 50 FP nuclides, this nuclide-specific 
variance is less than or equal to ± 1.0%.

Figure 11 illustrates the relative difference in concentra-
tions of heavy nuclides. Without heating correction, this 
difference spans from –1.7% to 7.7%. Applying heating 
correction significantly refines these differences, bringing 
them to a range of –0.3% to 3.1% for the 1-angle scheme. 
Key nuclides such as 235U, 238U, 237Np, 238~242Pu, 241Am, 
242mAm, and 243Am exhibit discrepancies of less than 1%. 
However, there is a 2% to 3% overestimation for 243Pu, 
244Pu, 242Am, 244Am, and curium. The 32-angles scheme 

Fig. 10   Concentration of fission 
products at EOC in MET-
1000 OECD/NEA benchmark. 
Remark: woHC indicates the 
results without heating correc-
tion

30 35 40 45 50 55 60 65 70

1013

1014

1015

1016

1017

1018

1019

1020

1021

 CE&Ref.

 1-angle&Homo&woHC

 1-angle&Homo

 1-angle&LHete

 32-angle&LHete

Atomic number

C
o

n
ce

n
tr

at
io

n
 (

at
o

m
s/

cm
3
)

-2

-1

0

1

2

3

4

5

6

 M
G

/C
E

-1
 (

%
)

Fig. 11   Concentration of heavy 
nuclides at EOC in MET-1000 
OECD/NEA benchmark. 
Remark: woHC indicates the 
results without heating correc-
tion
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marginally corrects this overestimation, but the cause of 
the overestimation warrants further exploration.

Figure 12 depicts the differences in the SA-by-SA dis-
tribution of concentrations for 238U and 239Pu. The varia-
tion in 238U concentration lies between –0.1% and 0.06%. 
For 239Pu, the range spans from –0.15% to 0.10%. There 
is an overestimation of concentration in the inner regions 
and underestimation in the outer regions. This discrepancy 
corresponds to the power bias illustrated in Fig. 8. Due to 
reduced power in the inner region, there is less consump-
tion of 238U and 239Pu throughout the cycle.

3.2 � MET‑1000 refueling benchmark

3.2.1 � Description of benchmark

Fuel management in fast reactors offers several choices. 
Batch loading involves replacing a portion of irradiated fuel 

with new fuel at regular intervals. After several refuelings, 
the reactor can achieve an equilibrium fuel cycle with core 
characteristics similar to the previous cycle. While batch 
loading is crucial for fast reactor designs such as integral 
fast reactors, its accurate modeling is challenging due to the 
strong space and time dependencies. This scenario requires 
intricate 3D whole-core neutronics [30] calculations The 
simulation of refueling is required for several cycles, and 
thus a mass of neutron transport and depletion calculations 
are required. Accurate prediction of reactivity, feedback 
coefficients, compositions, and power distribution in the 
refueling process is key to evaluating reactor performance. 
While the OECD/NEA benchmark divides the fuel into sim-
ple inner and outer zones with five axial subzones, refueling 
benchmarks scatter fuels with varying burnups. Thus, in 
addition to the one-cycle benchmark, this work introduces a 
multiple-cycle batch loading refueling benchmark.

Fig. 12   (Color online) Difference in concentration SA-by-SA of 238U (a) and 239Pu (b) at EOC in MET-1000 OECD/NEA benchmark (MG/CE-1 
in unit %)

Table 6   Fresh fuel composition 
in MET-1000 refueling 
benchmark (unit: atoms/cm3)

Nuclide Inner core Outer core Nuclide Inner core Outer core

90Zr 4.50947 × 1022 4.50965 × 1021 240Pu 1.39086 × 1022 1.77766 × 1021

91Zr 9.83407 × 1021 9.83446 × 1020 241Pu 2.23706 × 1021 2.85919 × 1020

92Zr 1.50316 × 1022 1.50322 × 1021 242Pu 3.22320 × 1021 4.11958 × 1020

94Zr 1.52332 × 1022 1.52338 × 1021 241Am 1.47551 × 1021 1.88585 × 1020

96Zr 2.45413 × 1021 2.45423 × 1020 242mAm 9.47998 × 1019 1.21164 × 1019

235U 5.14680 × 1020 4.87554 × 1019 243Am 1.03850 × 1021 1.32731 × 1020

238U 2.53582 × 1023 2.40216 × 1022 243Cm 4.72045 × 1010 6.03321 × 1009

237Np 7.74432 × 1020 9.89801 × 1019 244Cm 6.11141 × 1020 7.81099 × 1019

238Pu 1.30136 × 1021 1.66326 × 1020 245Cm 1.40456 × 1020 1.79516 × 1019

239Pu 2.28942 × 1022 2.92611 × 1021 246Cm 9.32558 × 1019 1.19190 × 1019
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This benchmark adopts the MET-1000 OECD/NEA 
core's geometry and structure. The initial cycle uses fresh 
fuel (composition in Table 6), with each cycle lasting 328.5 
EFPD. About a fifth of the fuel is replaced with fresh fuel 
in each cycle, as depicted in Fig. 13. The refueling map of 
Fig. 13, designed for this work, ensures there is no local 
power peak from adjacent fuel SAs from the same batch. Due 
to computational demands, this benchmark uses the CASL 
chain with one step per cycle for depletion calculations. This 
choice has minimal impact on the discussed results, but its 
influence on other metrics, such as decay heat or radioactiv-
ity, requires further study. Expected results and definitions 
align with the OECD/NEA MET-1000 benchmarks.

In practical scenarios, it is imperative that the fuel compo-
sition and structural arrangement are meticulously designed. 
This ensures that the core maintains its criticality throughout 

each cycle, requiring minimal excess reactivity. Between the 
shutdown for refueling and subsequent startup, there is a 
cooling period during which nuclides persistently decay. 
Transitioning a new core to its equilibrium cycle is intricate. 
The multi-cycle reloading study presented here serves as a 
representative model, emphasizing the pronounced spatial 
and temporal dependencies in neutronics modeling.

3.2.2 � Reactivity

Figure 14 presents the variation of reactivity based on the 
CE calculation alongside the discrepancies between the MG 
and CE schemes. As fuel undergoes burnup, the core reac-
tivity diminishes, experiencing surges with each refueling. 
After five cycles, each fuel SA within the core undergoes 
refueling at least once, leading to the establishment of an 
equilibrium state. As the transition to this state occurs, the 
overestimation of the MG schemes in core reactivity ampli-
fies. This is attributed to accumulating differences in con-
centration (discussed in Sect. 3.2.6) and the compounded 
effects of the constant XS assumption. In an equilibrium 
cycle, the 1-angle MG scheme overestimates core reactivity 
by approximately 1204 pcm and the burnup reactivity loss 
by approximately 85 pcm; utilizing the 32-angle scheme 
reduces these overestimations to 494 pcm and approximately 
59 pcm, respectively.

3.2.3 � Control rod worth

Figure 15 illustrates the variation in control rod worth based 
on the CE scheme, as well as the differences between the MG 
and CE schemes. As we transition to the equilibrium cycle, 
the control rod worth escalates from 16,356 pcm to approxi-
mately 17,202 pcm. This increase is attributed to fluctuations 

Fig. 13   (Color online) Fuel batch map in MET-1000 refueling bench-
mark

Fig. 14   Trend of core reactiv-
ity in MET-1000 refueling 
benchmark
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in burnup distribution and, consequently, flux distribution. 
The 1-angle&Homo scheme consistently overestimates 
reactivity, with values ranging between 851 and 972 pcm 
across 15 cycles. However, using the 1-angle&LHete scheme 
narrows this overestimation to between 179 and 280 pcm. 
Further refinement using the 32-angle&LHete scheme mini-
mizes the overestimation even more, bringing it down to a 
range of 117 to 227 pcm.

3.2.4 � Sodium void worth and Doppler constant

Figure 16 delineates the variation in sodium void worth 
based on the CE scheme and contrasts it with the differ-
ences observed between the MG and CE schemes. Starting 

from 2,251 pcm in a pristine core state, the sodium void 
worth ascends to approximately 2,485 pcm upon reaching 
an equilibrium state. The 1-angle&Homo scheme tends 
to overestimate the sodium void worth, with deviations 
ranging from 6 to 48 pcm. Notably, the LHete has a mini-
mal impact on predicting the sodium void worth, given 
that the control rods in this study are in an 'out-of-core' 
configuration. A more in-depth exploration is needed to 
understand the influence of control rod geometric hetero-
geneity on feedback coefficients during insertion depths. 
The 32-angle schemes, on the other hand, tend to under-
estimate the sodium void worth, with deviations rang-
ing from –56 to –108 pcm. The discrepancy between the 
32-angle and 1-angle schemes fluctuates between 98 and 
148 pcm, a pattern that aligns closely with the findings 

Fig. 15   Trend of control rod 
worth in MET-1000 refueling 
benchmark
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Fig. 16   Trend of sodium void 
worth in MET-1000 refueling 
benchmark
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from the OECD/NEA MET-1000 benchmark (as discussed 
in Sect. 3.1.4).

Figure 17 contrasts the variation of the Doppler con-
stant as determined by the CE calculation with the dif-
ferences observed between the MG and CE schemes. The 
Doppler constant exhibits a statistical deviation of approx-
imately 7 pcm, while the difference has a deviation of 
approximately 10 pcm. The Doppler constant ranges from 
–308 to –367 pcm, and the difference fluctuates between 
–38 and 31 pcm. However, the statistical uncertainty is 
significant, rendering it challenging to make direct com-
parisons between the MG schemes.

3.2.5 � Power distribution

Figure 18 illustrates the variation of the form factor in rela-
tion to refueling. Defined as the ratio of the maximum power 
density to the average power density, the form factor's reso-
lution for maximum power is determined SA-by-SA radi-
ally and segmented into 10 axial subzones. From its initial 
value of 1.51 in a fresh core state, the form factor ascends 
to approximately 1.60 when the core reaches its equilibrium 
state. Notably, within each equilibrium cycle, the form fac-
tor experiences an increase from the BOC to the EOC. The 
discrepancy between the MG and CE schemes ranges from 
–2.5% to 4.0%, with a RRMSE in power density distribution 
of approximately 2.2%.

Fig. 17   Trend of Doppler 
constant in MET-1000 refueling 
benchmark
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Fig. 18   Trend of form factor in 
MET-1000 refueling benchmark
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Figure 19 depicts the power distribution at the BOC for 
the 15th cycle. In the equilibrium state, fuels at various 
burnup levels are distributed sporadically. A notable high-
power density can be observed at the core center and at the 
interface between the inner and outer core. The peak power 
is most pronounced in the fresh outer fuel (as illustrated 
in Batch #5 in Fig. 13) situated near the outermost control 
rods. The disparity between the MG and CE schemes mir-
rors the patterns observed in the OECD/NEA benchmark, 
as indicated in Fig. 8. However, this pronounced variation 
from the center to the periphery is disrupted by the uneven 
distribution of fuel burnup.

3.2.6 � Concentration

Figure 20 presents the variations in FPs and key actinide ele-
ments as they relate to refueling. As discussed in Sect. 3.1.6, 
the LHete and FSA have a negligible impact on concentra-
tion predictions. Hence, only the results corresponding to the 
1-angle&LHete configuration are illustrated in Fig. 20. As 
the system transitions to the equilibrium cycle, discrepan-
cies between the MG and CE accumulate with burnup. In 
equilibrium cycles, these discrepancies fluctuate, becoming 
more pronounced at the EOC compared to the BOC. The 
largest concentration differences for U, Pu, and Am remain 
below 0.5%. However, Np exhibits the most significant dis-
crepancy, with a difference reaching –2.31%.

Table 6 highlights that the primary isotope of uranium 
is 238U and with its variations and discrepancies further 

Fig. 19   (Color online) Power 
distribution at BOC of 15th 
cycle (a) and the relative differ-
ence between 32-angles&LHete 
and continuous-energy scheme 
(b) in MET-1000 refueling 
benchmark

Fig. 20   Trend of fission 
products and key actinide ele-
ments in MET-1000 refueling 
benchmark. Remark: The solid 
line indicates concentration, 
while the dotted line indicates 
MG/CE-1
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detailed in Fig. 20. Figure 21 provides a nuanced break-
down of the differences in transuranium nuclide concentra-
tions. The MG scheme tends to underestimate the concen-
tration of 237Np by approximately −2.6% throughout the 
equilibrium cycle. Except for 241Pu, the discrepancies for 
the main plutonium nuclides stay below 0.5%. The 242Am 
discrepancy, at approximately 2.4%, emerges after the 1st 
cycle of irradiation and remains relatively stable thereaf-
ter. Given its short half-life and considerable absorption 
cross-section, 242Am reaches a saturation concentration 
under irradiation. The continuous irradiation refueling 
scheme adopted in this study results in a stable discrep-
ancy in the 242Am concentration. Apart from 242Am, con-
centration discrepancies for other americium isotopes stay 
under 0.6%.

3.2.7 � Computational time

Table 7 lists the computation time required for a sin-
gle refueling simulation in its standard state. The pro-
cess involves 30 transport calculations and 15 depletion 

calculations. Each transport calculation is configured 
with 100 inactive batches, 400 active batches, and 50,000 
particles per batch. The time consumption between the 
homogenous and locally heterogeneous models is almost 
identical. Using the CASL chain, the computation time is 
reduced to 66% compared to the full chain. If the CASL 
chain is utilized, the 1-angle MG scheme reduces compu-
tation time by 86% when compared to the CE scheme. The 
angular-dependent MG scheme demands more computa-
tion time primarily due to core calculations.

The flux-moment homogenization techniques, as dis-
cussed in [31], can effectively calculate the impact of angle 
dependence while maintaining the 1-angle MGXS data for-
mat in the multi-group core calculation. Most of the com-
putation time during core calculation is allocated to mac-
roscopic cross-section preparation and particle transport 
simulation. Nonetheless, the macroscopic cross-section 
preparation module can be further optimized using parallel 
computing techniques.

It should be noted that the MG scheme will save more 
computation time if there are more core calculation cases, 
such as the optimization of fuel batch strategies, the inser-
tion of control rods at different levels, the perturbation in 
certain nuclide concentrations, coupling with multiphysics 
analysis, and so on. In comparison to the Homo models pre-
dominantly utilized in the deterministic method, the LHte 
scheme would improve the depletion calculation of struc-
tures with complex or dramatic changes in flux level and 
spectrum, such as moderators [32], control rods, transmuta-
tion targets [33], and burnable poisons [34], which warrant 
further investigation.

Fig. 21   Trend of transuranium 
nuclides in MET-1000 refueling 
benchmark. Remark: The solid 
line indicates concentration, 
while the dotted line indicates 
MG/CE-1
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Table 7   Computational time for refueling benchmark (unit: 
CPU·hour)

Scheme Chain 1-group XS 
Generation

33-group XS 
Generation

Core 
calcula-
tion

Total

CE CASL 1143
CE FULL 1742
1-angle MG CASL 13 62 87 162
1-angle MG FULL 31 62 108 201
32-angle MG CASL 13 83 255 351
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4 � Conclusion

This paper presents the development and verification of 
a MG depletion calculation scheme using OpenMC. The 
MGXS for core transport calculation derive from a 3D 
whole-core CE analysis. Depletion calculation cross-sec-
tions are synthesized from 3D core MGXS and 2D subas-
sembly single-group cross-sections. Using this framework, 
we delved into locally heterogeneous core modeling and 
FSA. The MG scheme's validity was ascertained using a 
1000 MWth metal-fueled fast reactor from the OECD/NEA 
benchmark and a refueling benchmark introduced in this 
paper. Metrics such as core reactivity, burnup reactivity 
swing, control rod worth, sodium void worth, Doppler con-
stant, power distribution, and nuclide concentrations were 
compared against the CE depletion scheme.

In equilibrium cycles, the MG scheme, incorporat-
ing FSA, overestimates core reactivity by approximately 
1150 pcm. Introducing a 32-angle relaxation diminishes 
this overestimation to approximately 450 pcm. The MG 
scheme with FSA presents a 150 pcm discrepancy in 
burnup reactivity swing due to biases in power distribu-
tion and microscopic cross-sections' burnup variation. The 
32-angle relaxation reduces this discrepancy to 50 pcm.

For control rod worth, the MG scheme with homo-
geneous core modeling overestimates by approximately 
5.3%. However, adopting a locally heterogeneous model 
reduces this to 1.4%. In the OECD/NEA benchmark, the 
FSA's impact on sodium void worth prediction is negli-
gible, showing only a minor 20 pcm discrepancy. On the 
contrary, FSA overestimates sodium void reactivity by 
approximately 120 pcm compared to the relaxed spectrum 
adjustment. Differences in the Doppler constant remain 
minimal, oscillating between -40 and + 30 pcm over 15 
cycles in the refueling benchmark.

The relative disparity in power distribution stays within 
a ± 6% range. Differences between the MG and CE schemes 
in peak power density range from –2.5% to 4.0% during the 
refueling benchmark’s 15 cycles. Concentration discrepan-
cies remain within ± 0.5% for most elements in the OECD/
NEA benchmark, with europium being a notable exception. 
For the top 50 FP nuclides, the disparity between MG and 
CE methods remains within ± 1.0%, a precision that persists 
in the refueling benchmark.

Broadly, the MG scheme employed in this research per-
forms commendably for the MET-1000 metal-fueled fast 
reactor. It showcases versatility in modeling locally hetero-
geneous structures, maintaining consistency with the CE 
scheme. The locally heterogeneous approach holds promise 
for accurately addressing areas with stark neutron flux and 
spectrum changes. Future endeavors will explore innovative 
homogenization techniques to enhance FSA accuracy. We 

also preliminarily validate OpenMC's capability for MGXS 
generation from whole-core modeling. Its integration with 
deterministic core transport calculation codes warrants fur-
ther scrutiny. While our verification focuses on a medium-
sized metal-fueled fast reactor, the scheme's precision in 
other reactor types, given their distinct burnup characteris-
tics [35–37], necessitates additional validation.
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