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Abstract The concentration preprocessing and fan-out

(CPPF) system is one of the electronic subsystems of the

upgraded Compact Muon Solenoid (CMS) Level-1 trigger

system. It includes, in hardware, eight specially designed

CPPF cards, one CMS card called AMC13, one commer-

cial Micro-TCA Carrier HUB (MCH) card, and a Micro-

TCA shelf. Powerful online software is needed for the

system, including providing reliable configuration and

monitoring for the hardware, and a graphical interface for

executing all actions and publishing monitoring messages.

Further, to control and monitor the large amount of

homogeneous hardware, the SoftWare Automating conTrol

of Common Hardware (SWATCH) concept was proposed

and developed. The SWATCH provides a generic structure

and is flexible for customization. The structure includes a

hardware access library based on the IPbus protocol, which

assumes a virtual 32-bit address/32-bit data bus and builds

a simple hardware access layer. Furthermore, the structure

provides a graphical user interface, which is based on

modern web technology and is accessible by web page. The

CPPF controlling and monitoring online software was also

customized from a common SWATCH cell, and provides a

finite state machine (FSM) for configuring the entire CPPF

hardware, and five monitoring objects for periodically

collecting monitoring data from five main functional

modules in the CPPF hardware. This paper introduces the

details of the CPPF SWATCH cell development.
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1 Introduction

The Level-1 trigger (L1T) system at the compact Muon

Solenoid (CMS) experiment includes two subsystems: a

muon trigger system and a calorimeter trigger system. The

muon trigger system receives data from muon detectors,

including the drift tube (DT) in the barrel region, cathode

strip chamber (CSC) in the endcap region, and resistant

plate chamber (RPC) in both the barrel and endcap regions.

The L1T system was upgraded to cope with higher colli-

sion rates caused by the increased collision energy and

luminosity of the Large Hadron Collider (LHC) [1].

Figure 1 shows the structure of the muon upgrade L1T

system, which is composed of a global trigger and three

parts for the barrel, endcap, and overlap regions. The hits

from the DT, CSC, and RPC are sent to corresponding

regional track finders for muon track building. The built

muon tracks in different regions are transmitted to the

global muon trigger, where muon information is collected

to make primitives. This muon system also has a layer for

detector data concentration: concentration preprocessing

and fan-out (CPPF) and TwinMux.

The CPPF system [2] is one of the upgraded L1T sub-

systems. It receives all RPC hits in the endcap region and
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all hits in the overlap region from the endcap, preprocesses

them for cluster finding and angle conversion, and then

concentrates the results and fans them out to the endcap

muon trigger finder (EMTF) and overlap muon trigger

finder (OMTF).

To simplify the system maintenance, the upgraded

Level-1 trigger system was constructed with a large num-

ber of electronic cards based on the uTCA modular stan-

dard, which is better for a general-purpose common control

compared with the existing legacy system [3]. To develop

common online software for them, the SoftWare

Automating conTrol of Common Hardware (SWATCH)

project was proposed and developed in CMS [4, 5]. The

SWATCH is based on a C?? library and provides a

generic structure for controlling and monitoring the hard-

ware. The generic structure defines a reliable hardware

access layer based on the IPbus protocol, including an

application interface for writing and reading data to and

from the hardware. In addition, the structure provides

flexible interfaces of some common processes for config-

uration and objects for monitoring and can be connected

with the CMS L1T central cell for global control. Fur-

thermore, a graphical interface was developed for easy

execution of the actions, and publishing monitoring mes-

sages. Specific subsystems can inherit the structure and

customize the contents of the configuration and monitoring

interface with its special requirements.

The online control and monitoring software for the

CPPF system was customized from the general SWATCH

cell. The software can provide necessary configurations for

all the hardware and retrieve the running status of the

hardware in real time. In addition, the software was

integrated to the CMS L1T central system for global con-

trol and management in April 2017. This paper describes

this development and is organized as follows. In Sect. 2,

we briefly introduce the functionalities of the CPPF system.

In Sect. 3, we explain the details of the CMS SWATCH

project. Integration of CPPF SWATCH into the central

online system is described in Sect. 4. Test and Running is

described in Sect. 5 and finally, a conclusion is provided in

Sect. 6.

2 CPPF system description

According to the schedule of the CMS L1T system

upgrade, the functionality of the CPPF system is respon-

sible for aligning [6–10], concentrating RPC data (those

from the overlap region in the endcap and all data from the

endcap), and providing preprocessed information for muon

track building. The preprocessing includes cluster finding

from the received RPC hits, and converting the position

information of the cluster to angular information. The

hardware design of the CPPF system is based on the uTCA

standard, which provides an embedded, scalable architec-

ture, and offers the flexibility to build a robust system.

There are two important components defined in the uTCA

protocol, Micro-TCA Carrier HUB (MCH) and Advanced

Mezzanine Card (AMC). The MCH is the main manage-

ment module that enables and controls different compo-

nents of the uTCA system, and the AMC is the main

functional module that is implemented with telecommu-

nication functions and allows the application to be scalable

[11]. The hardware of the CPPF system includes one

AMC13 card, one commercial MCH module, and eight

CPPF boards [12] and is installed in one uTCA crate.

Figure 2 shows the installed CPPF hardware in the CMS

Fig. 1 Structure of the CMS Level-1 muon trigger system

Fig. 2 Installed CPPF hardware in USC55 (Color online)
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Underground Service Cavern 55 (USC55), which is the

CMS counting room.

The commercial MCH (MCHs) is used for crate man-

agement and provides an Ethernet connection with the

crate, as well as data exchange between CPPF boards. The

AMC13 is a customized MCH module by CERN, and sits

in the second MCH slot of the crate. It provides trigger

timing and control (TTC) signals, a feedback mechanism

for the trigger throttling system (TTS) in case the data

buffers become full, and a high-speed link to the data

acquisition (DAQ) system [13]. The CPPF board is one

kind of AMC in the uTCA system and is implemented with

the main functions needed for RPC data transmission and

processing. Each CPPF board is responsible for 90� of the
RPC overlap region data transmission; eight CPPF boards

are needed in total.

The functional diagram of a CPPF board is shown in

Fig. 3. Every CPPF board has five main functional blocks

[12]:

• Optical input module Receiving RPC hits from the RPC

link board (LB) at 1.6 Gbps with 19 channels.

• Algorithm module Preprocessing received data with

clusterization and an angle conversion algorithm.

• Optical output module Transmitting preprocessed data

to the EMTF system and OMTF system at 10 Gbps

with 12 channels.

• Readout module Recording received data and prepro-

cessed data and uploading them to AMC13 by back-

plane connection, and finally to the DAQ system.

• TTC module Getting the TTC clock and processing

TTC signal from AMC13 through the backplane

connection.

Furthermore, the CPPF board was implemented with an

Ethernet transmission module based on the UDP/IP pro-

tocol and IPbus protocol, in order to communicate with a

PC server for hardware control and monitoring. IPbus is a

simple packet-based control protocol for modifying and

reading memory-mapped resources in hardware [14]. It

assumes the existence of a virtual bus with 32-bit address

and 32-bit data and defines a handshake process to com-

plement unreliable transmission of the UDP/IP protocol. In

the CPPF board, all five functional modules are under the

management of the IPbus master through an IPbus fabric

block. In each module, the needed configuration and

monitoring registers/memories are mapped with an

address, which can be retrieved by the IPbus master

through an address decoder.

The online software for the CPPF system hardware must

provide configuration for all boards, and monitor the

boards and report errors once errors appear during testing

and running.

3 CMS SWATCH description

The SWATCH project was proposed and developed to

control and monitor the hardware of the upgraded CMS

Level-1 trigger system. Because the subsystems in the

upgraded Level-1 trigger system have great commonality,

SWATCH provides a generic structure for them by a set of

abstract C?? classes. Special functionalities for each

subsystem are implemented in classes that inherit from the

generic C?? classes.

The communication between the hardware and the PC

server is handled by the hardware access library (uHAL). It

provides an end-user API for IPbus reading, writing, and

read-modify-write (RMW) transactions, and a delayed

dispatch mechanism to process multiple transaction

requests. Furthermore, to solve the requirement of multi-

ple-client access, ControlHub was formed, which imple-

ments the reliability mechanism defined in IPbus for the

UDP packets and can simultaneously access one or more

devices from multiple control applications [15]. As a result,

there are two operating modes to access the hardware. One

is the local-client mode in which the uHAL library com-

municates with the device directly over UDP/IP. The other

one is the remote-client mode in which the uHAL library

communicates with hardware exclusively via the

ControlHub.

SWATCH also provides a graphical user interface

(GUI), which is based on modern web technologies (ES6-

JavaScript, SCSS, HTML5), and is accessible by web page.

All the operations are available in the GUI, which means

all the control and monitoring commands can be executed

in the GUI. In addition, the GUI can be used to publish

monitored status messages.

The hierarchy structure of CMS SWATCH is shown in

Fig. 4. The hardware in each subsystem is managed by a

corresponding subsystem cell, which is implemented withFig. 3 Functional blocks of the CPPF board
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configurations for the hardware and monitoring for col-

lecting status data from the hardware. The timing and

control distribution system (TCDS) is a service system that

distributes timing and control (synchronization) services to

the electronics and receives back status information related

to the readiness of the DAQ module to coordinate trigger

rate [16]; it is managed by the TCDS cell. The configura-

tion of all subsystems and TCDS systems for global run-

ning is coordinated by another cell, the central cell, which

in turn is controlled by the Level-1 function manager

(L1FM). The L1FM is the gateway from the top-level CMS

run control. In addition, all the retrieval configuration

parameters and monitoring data can be stored in a database.

The developed CPPF SWATCH cell belongs to one of

the subsystem cells.

4 CPPF SWATCH cell implementation

The online software for the CPPF system should provide

control and monitoring services for all CPPF hardware, and

a GUI to support executing the commands visually. For the

requirements of hardware configuration, it includes:

• The clock infrastructure in the CPPF must be initialized

and configured correctly, and the AMC13 board must

be properly initialized and configured.

• Optical input ports in CPPF boards must be properly

configured, and received RPC data aligned with

appropriate configured delays.

• Parameter values of data processing algorithms in

CPPF boards must be properly set.

• DAQ-related functional modules must be configured

correctly in both CPPF boards and the AMC13 board to

record multiple bunch crossing (BX) clock window size

data for both received RPC data and preprocessed data.

The monitoring objects mainly are the five functional

blocks in the CPPF board; the software should collect

monitoring data from the objects consistently, and then

publish the status in the GUI with a message.

The CPPF online software is customized from the

common SWATCH cell and is called the CPPF SWATCH

cell.

The SWATCH cell provides interfaces for writing and

reading to and from the hardware with the UDP/IP and

IPbus protocol. The process is shown in Fig. 5. The PC

server is implemented with a SWATCH cell and can

transform read and write operations into corresponding

IPbus transactions, which are contained within the payload

of the UDP/IP Ethernet packet. Each transaction includes

an address for the target, a write/read operation, and a data

payload (only for the write operation). If the operation is

inerrant, the hardware also answers the same format IPbus

transaction to the PC server, and the answer transaction

Fig. 4 CMS SWATCH structure, figure taken from Ref [17]. The

CPPF SWATCH cell belongs to one of the subsystem cells for

controlling and monitoring CPPF hardware

Fig. 5 Diagram of communication between the PC server and

hardware FPGA by IPbus (Color online)
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with read data for the read operation. Moreover, the

hardware is also implemented with IPbus and UDP/IP-re-

lated firmware; it extracts the IPbus transaction from the

Ethernet packet, and sends the transaction to the IPbus

block. The IPbus block locks the memory target (such as

the register, RAM, or FIFO) and performs the operation

according to the received transaction. The memory target

has a virtual address, which is predefined in firmware and is

mapped with an IPbus address through the IPbus block.

More details about how the PC server interconnects with

the hardware by IPbus can be found in ref [18].

There are two fundamental actions defined in the

SWATCH cell: Command andMetric, as shown in Fig. 6.

The Command action is the basic building block for

accessing the hardware and includes a single IPbus trans-

action for writing or reading.

The Metric action provides a standard interface for

collecting monitoring data from the hardware, and persis-

tently reporting error and warning status messages. It

includes three parts:

• Read Command for reading monitoring data from the

hardware.

• Time Counter for periodically operating the read

command.

• Status Message from the comparison between the read

monitoring data and predefined conditions. For exam-

ple, in the CPPF optical input module, the ‘‘not in

table’’ error means the received data is not in the

table of 8B/10B code and is used for evaluating the

input module function. This error bit is counted

periodically, and can be read by a metric in the CPPF

SWATCH cell. By comparing the read data with

predefined conditions, which defines the ‘‘good status’’

as an error count of ‘‘0,’’ ‘warning status’ as an error

count ranging in (1, 10), and ‘error status’ as an error

count surpassing 10, the metric can produce the

corresponding status message.

4.1 Controlling module development

Three actions are defined for the individual SWATCH

control board:

• Command One-shot stateless action, e.g., reset the

MMC.

• Command sequence Multiple commands chained and

executed in succession.

• FSM Finite state machine, which defines the possible

states of the subsystem; each transition between two

states is typically a single command or command

sequence.

Furthermore, the parameters used by the commands are

provided through the Gatekeeper, which is a generic

interface providing uniform access to the SWATCH

application both from files and database.

The controlling module of the CPPF SWATCH is based

mainly on a standard FSM defined in the SWATCH, as

shown in Fig. 7. The states in the FSM include: Halted

(initial state) state, Engaged state, Synchronized state,

Configured state, Aligned state, Running state, and Paused

state.

Commands and command sequences are executed for

the transitions between the FSM states. The transitions are:

• Engage (Halted to Engaged): Start the configuration.

Fig. 6 Command and metric actions in the CPPF SWATCH cell.

Each command includes a single IPbus request transaction. Each

Metric includes a read command, a time counter, and a status message

from the comparison result Fig. 7 Configuring FSM in the CPPF SWATCH cell
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• Cold reset (Engaged to Engaged): Reboot AMC13 and

CPPF boards with a different firmware image.

• Setup (Engaged to Synchronized): Reset AMC13 and

CPPF boards, configure clocks and TTC blocks, and

initialize optical inputs and outputs.

• Configure (Synchronized to Configured): Set the proper

value for algorithm parameters, and configure the DAQ

module.

• Align (Configured to Aligned): Configure optical input

ports (GTH RX) and align input data.

• Start (Aligned to Running): Start running AMC13 and

CPPF boards.

The configuration data for the parameters of each

command can be taken from a single top-level XML file, or

from a database. The XML file refers to one or more

configure module files that can be split according to dif-

ferent functional modules in hardware. As a result, the split

configuration files are much more reusable. The configu-

ration data can also be stored in an online database, and can

be retrieved by the SWATCH cell when needed during

running and testing. In general, the XML file configuration

mode is used for testing, whereas the database configura-

tion mode is used for testing and running.

4.2 Monitoring module development

Similarly, two generic interfaces are defined in

SWATCH for monitoring individual boards:

• Metric Individual piece of monitoring data, read from

hardware, also reports the error and warning conditions

in real time.

• Monitorable object Multi-level trees of monitoring

information that are organized by metrics.

Values stored in metrics can be automatically reported

to an external service and then stored in a database through

a dedicated process.

The CPPF SWATCH cell must provide the current

status of monitorable objects related to CPPF board func-

tion modules in real time, and report warnings or errors to

the GUI interface.

There are five functional modules in the CPPF board:

the TTC module, readout module, optical input port mod-

ule, optical output port module, and algorithm module.

Thus, five monitorable corresponding objects are needed:

• TTC object: Bunch counter, L1A counter, and orbit

counter monitoring; bunch clock (40 MHz) locked

status monitoring; BC0 (the first BX) locked status

monitoring; single-bit error counter monitoring; dou-

ble-bit error counter monitoring; and other functions.

• Readout object: TTS signal state monitoring, CPPF

DAQ core ready status monitoring, event counter

monitoring, and other functions.

• Input port object: GTH locked status monitoring, CRC

error for received data status monitoring, and other

functions.

• Output port object: GTH TX operating status during

running monitoring and other functions.

• Algorithm object: Status of the key probe for algorithm

monitoring.

Figure 8 is part of the monitoring graphical interface.

It is obvious that the CPPF SWATCH cell includes

monitoring for one AMC13 card and eight CPPF cards.

Every CPPF card includes five monitorable objects: input

object, output object, algorithm object, and readout

object.

5 CPPF SWATCH cell test and running

Specific tests were developed for testing hardware

functions in the CMS Level-1 trigger upgrade project [19].

One of them was the TTC test, which has a set of prede-

fined conditions to see whether the configured TTC module

in hardware is correct or not. Another test is the DAQ test,

which can capture the recorded data by the readout module

in hardware; the test prints expected readout data in the end

if the readout module is well configured. CPPF hardware

passed all the tests after being configured by the CPPF

SWATCH cell, thus verifying that the performance of the

cell is expected and correct.

Fig. 8 CPPF SWATCH cell monitoring graphical interface (Color

online)
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After being well tested, the CPPF SWATCH cell was

integrated into the central cell in April 2017. There are two

running modes for the CPPF SWATCH cell: global run-

ning mode and local running mode. In the global running

mode, the CPPF cell is connected with the central cell, and

the FSM in the CPPF cell can be controlled by the central

cell to configure the hardware in the CPPF system.

Meanwhile, the central cell can collect monitoring infor-

mation observed by the CPPF cell, and report the status in

the GUI. However, the CPPF cell must be disconnected

from the central cell first if it crashes or before entering

into local running mode to perform local tests.

The integrated CMS Level-1 trigger system is acces-

sible by a web application called Level-1 page (L1page),

as shown in Fig. 9. The application implements access

and control for the trigger processes and provides a GUI

with all of the L1T monitoring information, including the

running status and warnings and errors from all L1T

subsystems. In addition, it provides a brief visual dia-

gram of the system structure, including the intercon-

nections among L1T subsystems and with corresponding

detectors, which makes it much easier for non-experts

(e.g., shifters) to identify the source of problems when

they occur. In addition, it includes links to the relevant

explanatory documentation and available experts, and

information regarding the running (e.g., collision and

cosmic rays).

The CPPF, as marked with a red box in Fig. 9, is also

in the interface’s list. The central cell can automatically

control the CPPF SWATCH cell to configure the hard-

ware and collect monitoring data; operators can also

click it and enter the CPPF SWATCH cell and see the

detailed status of the hardware of the CPPF system. The

CPPF SWATCH cell has worked well since being inte-

grated and is highly useful for system testing and

running.

6 Conclusions

We developed an online software based on SWATCH to

control and monitor CPPF system hardware in the upgra-

ded CMS Level-1 trigger system. The software uses a

standard defined FSM in the SWATCH platform for

commands to configure the CPPF hardware; the command

parameters can be taken from the configuration data in an

XML file or database. Furthermore, the software provides

standard defined monitoring objects including input ports,

output ports, algorithm module, readout interface, and TTC

interface, for monitoring and reporting their status in real

time. The software also provides a GUI and is accessible by

web page. Being connected with the CMS central cell, it

can be controlled during CMS global running. The soft-

ware was deployed in April 2017 and has run well since

then.
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