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Abstract The control system of Hefei Light Source II

(HLS-II) is a distributed system based on the experimental

physics and industrial control system (EPICS). It is nec-

essary to maintain the central configuration files for the

existing archiving system. When the process variables in

the control system are added, removed, or updated, the

configuration files must be manually modified to maintain

consistency with the control system. This paper presents a

new method for data archiving, which realizes the auto-

matic configuration of the archiving parameters. The sys-

tem uses microservice architecture to integrate the EPICS

Archiver Appliance and RecSync. In this way, the system

can collect all the archived meta-configuration from the

distributed input/output controllers and enter them into the

EPICS Archiver Appliance automatically. Furthermore, we

also developed a web-based GUI to provide automatic

visualization of real-time and historical data. At present,

this system is under commissioning at HLS-II. The results

indicate that the new archiving system is reliable and

convenient to operate. The operation mode without main-

tenance is valuable for large-scale scientific facilities.

Keywords Automatic archiving � Data visualization �
Microservice architecture � EPICS Archiver Appliance

1 Introduction

The Hefei Light Source (HLS) at the National Syn-

chrotron Radiation Laboratory is the first dedicated syn-

chrotron radiation facility in China, which provides

radiation from infrared (IR) to vacuum ultraviolet (VUV)

for various user programs. HLS was upgraded from 2010 to

2015 to improve its performance. The upgraded light

source was renamed Hefei Light Source II (HLS-II) [1–3].

It comprises an 800-MeV linac, an 800-MeV storage ring,

and a transport line connecting the linac and the storage

ring. The HLS-II was fully open to users in January 2016.

Experimental physics and industrial control system

(EPICS) is a set of open-source software tools, libraries,

and applications that were developed collaboratively and

used to create distributed soft real-time control systems for

scientific instruments, such as particle accelerators and

telescopes [4–7]. The control system of HLS-II is a dis-

tributed system based on EPICS [8].

The operation of a particle accelerator complex is a

long-term experiment. It is essential to record as many

process variables (PVs) as possible with a reasonable rate.

Therefore, all control system frameworks provide data-

archiving tools to archive beam parameters, real-time

equipment data, alarm records, etc. [9, 10]. With the con-

tinuous development of EPICS, a series of data-archiving

systems has been released in the EPICS community, such

as SDDSlogger, Channel Archiver, RDB Channel Archi-

ver, and the EPICS Archiver Appliance. Around 2000, in

the HLS control system, SDDSlogger was run on a Sun

E250 server to archive the values of various channels [11].

In 2008, the Channel Archiver was used for obtaining and

storing data from input/output controllers (IOCs). The

Channel Archiver acts as a channel-access client and stores
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recorded data, acquired via periodic scan or monitoring,

into its indexed binary files [12]. However, it is not con-

venient for complex data queries, does not have database–

transaction–processing capabilities, and also deficient in

managing data and storing data for a long time. In addition,

it is no longer maintained. In 2013, the archive engine of

RDB Channel Archiver was used to collect data from the

IOCs of the HLS-II control system and to store them in an

Oracle database [13]. Thus, we can use the SQL language

to write a complex data query program. However, data

retrieval is slow. We moved data originally stored on iSCSI

to a local disk with a faster read and write speed in 2016,

but the overall system query is still not fast enough. In

2017, we began to evaluate the EPICS Archiver Appliance,

which is developed by a collaboration of SLAC, BNL, and

MSU, as a data-archiving tool to achieve high data retrieval

performance [14]. It also provides a convenient HTTP

interface to facilitate the data query and system manage-

ment. Furthermore, it supports EPICS7 record types and

will be the first choice for future data-archiving tools

within the EPICS control system.

Maintaining the central configuration files to specify

global parameters and channel-specific parameters is nec-

essary for all the software mentioned above. When the PVs

in the control system are added, removed, or updated, the

configuration files must be manually modified to maintain

consistency with the control system. This is inconvenient

for the long-term operation of the accelerator complex,

especially for the large-scale facilities of the future.

This paper presents a new method for data archiving in

the EPICS control system that realizes automatic configu-

ration and visualization. The system uses microservice

architecture to integrate the EPICS Archiver Appliance and

RecSync. With this method, all the archived meta-config-

urations from the distributed IOCs are gathered together

and entered into Archiver Appliance automatically and

dynamically. A web-based GUI was also developed to

provide the automatic visualization of real-time data and

historical data. This system is under commissioning at the

HLS-II control system.

This paper focuses on the design and construction of the

automatic archiving system. In detail, the paper is orga-

nized as follows: Sect. 2 provides an overview of the

system architecture. Section 3 introduces the design of the

automatic archiving process and the integration between

the EPICS Archiver Appliance and RecSync. Section 4

describes the development of the web-based GUI in the

data visualization component and explains in particular the

implementation of automatic visualization based on the

PVs’ naming conventions. Finally, Sect. 5 summarizes the

entire paper.

2 Architecture

The microservice architecture pattern is adopted in the

design of the HLS-II archiving system. Microservice

architecture is a variant of the service-oriented architecture

(SOA) architectural style that structures an application as a

collection of loosely coupled services [15], which are often

used in complex systems composed of multiple compo-

nents. Because the system is split up into smaller, sepa-

rately deployed components, applications built using the

microservice architecture pattern are more robust and

extensible.

Figure 1 shows the overall structure of the HLS-II

archiving system, which is divided into three components:

the Auto Configurator, the EPICS Archiver Appliance, and

Data Visualization. The Auto Configurator component is

responsible for the acquisition, collection, and analysis of

archived meta-configurations. The EPICS Archiver Appli-

ance is the data-archiving tool. The Data Visualization

component contains three types of applications: Web-

Based GUI, Client Application and Script Program. Each

component is designed, developed, deployed, and main-

tained independently. The dotted lines represent the flow of

the configuration information, and the solid lines represent

the flow of historical data. Communication between dif-

ferent distributed components or between different mod-

ules in a component is implemented by Message

Middleware or Web API.

The EPICS Archiver Appliance is a well-designed

archiving tool in the HLS-II archiving system and provides

the functions of data acquisition, storage, migration,

retrieval, and management. The EPICS Archiver Appliance

uses an appliance model for deployment. Each appliance

has multiple storage stages and multiple processes. It

divides the data into three types: short-term store (STS),

medium-term store (MTS), and long-term store (LTS).

Fig. 1 (Color online) Architecture of the HLS-II archiving system
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Each appliance has 4 processes. The engine establishes

EPICS Channel Access monitors for each PV in the

appliance. Data Retrieval gathers data from all the stores

and stitches them together to satisfy data retrieval requests.

ETL(Extract, Transform and Load) moves data from the

STS to the MTS and from the MTS to the LTS. The

management executes business logic, manages the other

three components, and stores the runtime configuration

state.

3 Automatic archiving

3.1 Meta-configuration

All the archiving tools mentioned in Sect. 1 use the

central configuration files to specify global parameters,

such as the write period and file-size threshold, as well as

channel-specific parameters. In the Channel Archiver,

every channel definition is composed of a set of XML tags

specifying the parameters. In the EPICS Archiver Appli-

ance, the archiving configuration is stored in a MySQL

database table and each appliance has its own database

table. The configuration database table has an entry for

each PV. This entry is a JSON object that has details on

how the PV is being archived, which can be called the

meta-configuration.

In the EPICS IOC, an info() tag can be defined in a

record as a piece of information. It provides a way to attach

named string values to individual record instances that are

loaded at the same time as the record definition. Hence, we

define a string format to store Meta Configuration in the

info() tag as follows:

infoðarch; ‘‘enable; period;method; appliance’’Þ ;

where arch identifies the meta-configuration for the

archiving system. ‘‘enable, period, method, appliance’’ is a

string that is separated by commas into four segments, each

of which specifies the different properties, as shown in

Table 1. For example, the record SR_ID_EPU_Gap rep-

resents the gap in the EPU undulator in the HLS-II storage

ring. We can add a row, infoðarch; ‘‘1; 1; scan;
appliance0’’Þ, to the record instance. With this method, all

configuration information is distributed in the IOC runtime

database and central configuration files are unnecessary.

3.2 Improvement of RecSync

The RecSync is used to collect the meta-configuration

distributed in each IOC runtime database automatically. It

is a record synchronizer project that includes two parts: a

client (RecCaster) that runs as part of an EPICS IOC, and a

server (RecCeiver) that is a stand-alone daemon [16]. Both

of them communicate through TCP/UDP and together

work to ensure that the server has a complete list of all

records currently provided by the client running in the

IOCs, as shown in Fig. 2.

The RecCaster client sends the following information to

the RecCeiver: the EPICS base version, a listed set of

environment variables, the name and type of all records,

and any info() tags associated with these records, as shown

in Fig. 2. The RecCeiver server is based on the Twisted

framework, which is an event-driven networking engine in

Python. It uses the Twisted plugin interface to make client

information available to one or more plugins [17]. For

example, the db plugin stores the collected information in a

SQLite database and the show plugin prints client infor-

mation to screen/log.

The plugin system makes RecSync easy to expand. In

order to facilitate integration with the Archiver Appliance,

we developed a JMS plugin in Python. This plugin obtains

all the collected information from the RecCeiver and filters

out the Meta Configuration, which is packaged into a Java

Message Server (JMS) message format. The JMS plugin

publishes this information to JMS in the role of the mes-

sage producer. The JMS publish/subscribe (Pub/Sub)

message model is used to realize the asynchronous com-

munication between the RecSync and Auto Configurator.

Table 1 Meta-configuration properties for archiving system

Property Description Default

Enable A boolean value to specify effectiveness 1

Period The sampling period, the unit is second 1

Method The sampling method, scan or monitor Scan

Appliance Specify an appliance in a cluster appliance0

Fig. 2 (Color online) Principle of the automatic archiving
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3.3 Auto Configurator

The EPICS Archiver Appliance comes with a web

interface that supports various business processes. The web

interface communicates with the server principally using

HTTP/JSON. There is a rich catalog of business logic that

allows the user to add, modify, or delete PVs from the

archiver. This design provides convenience for its inte-

gration with other systems.

The Auto Configurator is the core part to connect the

EPICS Archiver Appliance and RecSync. It is developed

using Python and runs as a daemon. The Auto Configurator

subscribes to the ‘‘archiver’’ topic in JMS. When a message

containing the ?arch? tag is heard, it will parse the info

string to obtain the meta-configuration. According to this

message and the web interface format given by the EPICS

Archiver Appliance, a URL request is created as:

http://192.168.125.102:17665/mgmt/bpl/archivePV?pv=

SR_ID_EPU_Gap&samplingperiod=1&samplingmet

hod=MONITOR.

The Auto Configurator then uses the urllib.request

module to send this request to the EPICS Archiver

Appliance, as shown in Fig. 2. This archiving information

is added to the configuration database, and the engine

samples and stores the PVs according to the archiving

parameters. In this way, automatic archiving is

implemented.

4 Automatic visualization

The Data Visualization component contains three types

of applications: a web-based GUI, client application, and

script program. The web-based GUI’s operation interface is

the most convenient way for the operator to interact with

archiving systems [18]. The EPICS Archiver Appliance

offers a web UI for typical configuration tasks and data

presentation. However, this web UI does not meet our

requirements in the PV classification and search. There-

fore, we developed a new web application to provide a

real-time data display and historical data query as a web-

based GUI. It directly obtains the list of all archived PVs

from the EPICS Archiver Appliance and constructs the

hierarchical structure according to the name of the PVs,

thereby realizing automatic visualization.

4.1 Single-page application

The web-based GUI is a single-page application (SPA)

that is application-like and interacts with the user by

dynamically rewriting the current page rather than loading

entire new pages from a server. The JavaScript framework

Fig. 3 (Color online)

Screenshot of the web-based

GUI
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Vue.js is used to develop the SPA. Vue.js is a progressive

framework for building user interfaces and is also perfectly

capable of powering sophisticated SPAs when used in

combination with single file components and supporting

libraries [19]. Figure 3 shows a screenshot of the web-

based GUI, which provides five tabs: Operation Status,

Historical Data, Data Analysis, Alarm, and Help.

This project implements the complete separation of the

front and back ends, as shown in Fig. 4. The users interact

directly with the front end. This SPA is based on Vue.js,

and contains the model, view, template, route, and so on.

The back end runs in an Express web server. It is respon-

sible for the implementation of the business logic and the

storage of related data and documents. The data in the web

page is obtained from the EPICS Archiver Appliance via

HTTP/JSON.

4.2 Tree structure

In the development of the IOC application for large-

scale scientific facilities, a well-designed naming conven-

tion is very important. HLS-II consists of a linac, a storage

ring, and a transport line. In order to manage the corre-

sponding records effectively and access them conveniently,

the naming of all records follows the rule below:

Segment System Device Channel

Instead of using an XML configuration file, the web-based

GUI relies on parsing the name of the PVs to generate a

tree structure, which represents the hierarchical structure of

the PVs. At the highest level, all the PVs are divided into

three main segments: Linac, Trans, and SR. The subtree

separates the different systems, such as the insertion device

(ID), power supply (PS), radio frequency (RF), and vac-

uum. At the bottom level, the leaf node represents the name

of the PV. The operator can select the PV from a check box

in front of the node. The chart component on the right is the

data visualization part based on the Highcharts JavaScript

library. Taking the record SR_ID_EPU_Gap as an exam-

ple, we can find its node in the SR tree and ID subtree, then

select the check box in front of it and click the plot button,

and the right side will show the curve during the last 24 h,

as shown in Fig. 3.

5 Conclusion

The paper presents a new method for data archiving in

the EPICS control system, which realizes the automatic

configuration of archiving parameters for HLS-II. The

system integrates the Archiver Appliance and RecSync to

collect all the archiving meta-configurations from the IOCs

automatically under the microservice architecture. Fur-

thermore, we also developed a web-based GUI to provide

the automatic visualization of real-time and historical data.

At present, this system is under commissioning at the HLS-

II, 1776 PVs are stored in the EPICS Archive Appliance,

and the data rate is about 1 GB/day. The automatic

archiving and visualization reduce the maintenance of the

HLS-II archiving system. The high data retrieval perfor-

mance of the EPICS Archiver Appliance is helpful for

machine status analysis and fault diagnosis. The results

indicate that the new archiving system is reliable, conve-

nient, and valuable for large-scale scientific facilities.

At present, this system only supports automatic archiv-

ing in the EPICS Version 3 environment. Further devel-

opment is needed to support automatic archiving of

structured data, which is introduced in EPICS 7. In addi-

tion, this automatic configuration method can be extended

to other systems, such as the alarm system. This can be

done by adding a new identifier ‘‘alarm’’ and defining a

new corresponding configuration string format, like info

ðalarm; ‘‘enable; group; email; sms; duration’’Þ. The Auto

Configurator can collect the meta-configuration for the

alarm system at the same time as the other data.
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