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Abstract  A matrix stripping method for the conversion of in-situ gamma ray spectrum, obtained with portable Ge  

detector, to photon flux energy distribution is proposed. The detector response is fully described by its stripping matrix 

and full absorption efficiency curve. A charge collection efficiency function is introduced in the simulation to take into 

account the existence of a transition zone of increasing charge collection after the inactive Ge layer. Good agreement 

is obtained between simulated and experimental full absorption efficiencies. The characteristic stripping matrix is 

determined by Monte Carlo simulation for different incident photon energies using the Geant4 toolkit system. The 

photon flux energy distribution is deduced by stripping the measured spectrum of the partial absorption and cosmic ray 

events and then applying the full absorption efficiency curve. The stripping method is applied to a measured in-situ 

spectrum. The value of the absorbed dose rate in air deduced from the corresponding flux energy distribution agrees 

well with the value measured directly in-situ. 
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1 Introduction 

In-situ gamma spectrometry is a powerful tool to 

study indoor and outdoor gamma dose rates [1-3]. An 

important tool in environmental applications is the 

portable germanium detector used for in-situ measure- 

ments to collect information from an enormous sample. 

But generally, the source geometries are of inhomo- 

geneities and complex configurations. Experimental 

approaches and theoretical calculations are employed 

to obtain adequate calibration efficiency curves which 

permit expression of the measurement results in the 

quantity of interest [3,4].  

Methods based on Monte Carlo simulation have 

been widely used in radiation field calculation [5-7] and 

for full-energy peak efficiency calibration of 

germanium detector in particular [8-10]. For these 

methods, the main component of uncertainty in the 

detector response is incomplete knowledge of the 

dimensions of the detector parts. In particular, the 

calculated efficiency is very sensitive to thickness of 

the germanium dead layer [11, 12]. When the thickness 

provided by detector manufacturers is used in a 

simulation, strong discrepancies arise between 

calculated and measured efficiencies. The thickness of 

this inactive layer is not well known due to the 

existence of a transition zone where photons are 

increasingly absorbed. In previous works, sensitivity 

analysis on effective thickness of the inactive Ge layer 

was performed by varying this thickness in the 

detector model to obtain the highest accordance 

between experimental and simulated  efficiencies [13]. 

A model has been proposed by Clouvas et al. [11] for 
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the charge collection efficiency function in the crystal, 

taking into account the transition zone. This function 

has been used in the Monte Carlo simulation of Ge 

detectors. A better agreement between experimental 

and simulated values of the efficiency was achieved.  

For outdoor measurement, analysis of the full 

absorption peaks provides a measure of the uncollided 

flux from radionuclides distributed in the soil. The 

measured flux can be converted to gamma dose rate in 

the air above if we assume the source geometry to be 

an infinite half-space of uniform profile with depth  

for natural emitters and an exponentially decreasing 

profile with depth for fallout emitters. For unknown 

complex source geometry, it is important to have an 

independent method to determine the absorbed dose 

rate that does not require any assumptions of the 

source geometry. An important approach consists of a 

stripping operation to a Ge detector spectrum collected 

in free air in order to obtain the incident gamma flux 

energy distribution [14], which can be converted easily 

to gamma absorbed dose rate.  

In the present work, a Monte Carlo simulation of 

a portable Ge(Li) detector response is performed. 

Based on the model developed by Clouvas et al. [11], a 

charge collection efficiency function in the Ge crystal 

is used in the simulation code to get accurate 

calibration efficiency curve. A new matrix stripping 

method is developed, based on the Miller approach [14], 

to transform in-situ collected spectra to normalized 

gamma flux energy distribution, which is then 

converted to gamma absorbed dose rate.  

2 Matrix stripping procedure  

A count registered by the detector can be 

triggered by the full or partial absorption of an 

incident photon or by the passage of a cosmic ray 

produced charged particle. In order to obtain a 

measure of the incident photon flux spectrum, the 

partial absorption and cosmic-ray events must be 

subtracted out and then the full absorption efficiency 

curve of the detector can be applied. The stripping 

operation can be expressed as [14]  

   
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where N΄i is the number of counts in the energy band i 

due to the total absorption of incident  flux, Ni is the 

observed counts in the energy band i due to all sources, 

l is the energy band containing the highest energy   

line (generally 2.614 MeV),  fij is the fraction of the 

continuum counts at energy band i due to the partial  

absorption of incident  flux at energy band j, rj is the 

ratio of total counts to full absorption peak counts for 

incident flux at energy band j, and Nc is the counts due 

to cosmic ray events, assumed to be constant in any 

energy band. For simplicity, we suppose Nc= 0, which 

does not affect the results as Nc is constant. Let ∆N= 

N΄i –Ni, then Eq.(1) can be rewritten as 
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yielding a system of l equations  
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     (3)         

which can be written in matrix form  
 

   Δ ΔN M N MN                   (4)         

 

where  

1 1

2 2

,
i i

l l

N N

N N

N N

N N

   
      
   

    
   

   
         

Δ
 

 

N N
 

 

and M is the matrix having elements as  

)1(  jijij rfM                      (5)         

In consequence, Eqs. (3) can be reduced to  
 

  ΔL N MN                         (6) 
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L is the matrix given by  

L=M+I                              (7) 

where I is the identity matrix.                                    

Matrices M and L have the following forms:  
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The matrix L is an upper triangular matrix. It is 

an invertible matrix. 

The solution of the matrix Eq.(6) is given by  

    1ΔN L M N                    (8) 

Remember that N is a known vector. The vector N’ is 

simply deduced  

'N N N                           (9) 

Matrix L is characteristic of the detector as it defines 

its response. By determining L it is possible to 

transform any measured spectra to an incident gamma 

flux energy distribution as described below.  

3 Detector simulation  

A Canberra p-type coaxial Ge(Li) detector of Φ58 

mm×56 mm was used, with a relative photo-peak  

efficiency of 30% at 1332  keV. Its layout as supplied 

by the manufacturer is shown in Fig. 1. The detector 

has a dead layer of 0.84 mm. For computer simulation 

we use the Geant4 toolkit system, an M-C code based 

on Object Oriented technology. It provides the 

transparency of the physics implementation.  Particle 

energy of 1 keV is set as the ultimate cut-off for the 

simulation [15]. Geant4 geometry package allows a set 

of geometric shapes along with some boolean 

operations, such as intersection and union, to build 

more complex geometries. It was used to reproduce in 

great detail the detector structure. Volumes and 

materials are carefully added in order to deduce the 

influence of each element on the produced results.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  Detector geometry. The structure is cylindrically 
symmetric. 

The semiempirical method based on full 

absorption peak analysis [4] states the efficiency 

calibration as the product of separate factors, which 

can be independently determined on experimental or 

theoretical basis. The main objective of this work is to 

transform a collected spectrum to gamma flux energy 

distribution. The efficiency of the detector is then 

given by  

0

0

( )f fN NN

N 
                        (10)         

where Nf/Φ is the efficiency calibration expressed as 

the full-absorption peak count rate in the spectrum at 

the incident γ-ray energy normalized to the incident 

gamma flux originated from the source, N0/Φ is the 

fluence response of the detector and corresponds to the 

peak count rate per unit uncollided flux for a parallel 

beam of γ-rays of the same energy that is incident- 

normal to detector front face, and Nf /N0 is the angular 

correction factor of the detector at that energy.  

3.1 Term N0/Φ 

The detector efficiency was determined with a 
137Cs point source placed at 1.5 m from the detector. 

This distance is sufficient when considering the 

incident flux to the detector as a direct and parallel flux. 

A shield was interposed to geometrically shadow the 

detector from the source. A spectrum was taken and 

subtracted from the original. In this manner, scattered 

radiation as well as any background radiation is 

cancelled out. The resultant spectrum represents the 

direct parallel flux, which is simply given by  
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where  is the primary flux incident on the detector; S 

is source strength; r =150 cm; and  is the air 

attenuation coefficient for the γ-ray. 

The observed full absorption peak count rate 

divided by the flux gives the experimental efficiency 

of detector for the specific energy.  

The experimental value (4.00±0.01 g-1·cm-2·s-1) 

disagreed the simulated value (4.40±0.09 g-1·cm-2·s-1) 

of the efficiency when we used the manufacturer's 

value of the Ge dead layer thickness of 0.84 mm in the 

simulation. This is due to the fact that, in the 

simulation, the charge collection efficiency is 

considered equal to zero for -ray absorption in the 

zone of the inactive Ge layer and equal to 1 for -ray 

absorption in the active volume of the detector. 

However, the crystal entrance windows can be 

considered as two contiguous layers: a Ge dead layer 

from which no charge is expected to be collected, and 

an underlying transition zone of increasing charge 

collection.  

A simple model was employed by Clouvas et al. 

to explain the origin of this transition zone [11]. It states 

that the diffusion of the lithium, which composes the 

outer contact, in the Ge crystal is expected to be 

significant when the germanium is not cooled and thus 

lithium concentration is expected to depend on the 

particular history of the Ge detector. This phenomenon 

is described by the diffusion equation containing the 

diffusive translocation of free lithium in germanium, 

C(x), where x is the distance from the surface of 

germanium [11]. In order to estimate the charge 

collection efficiency, a one-dimensional transition 

function T(x) is introduced. The function T(x) 

increases with the inverse of C(x); this permits the 

deduction of its functional form [11]. T(x) is a sigmoid 

function having its values in the interval [0, 1]. It 

begins to increase at the distance x= d0, where d0 is the 

dead layer thickness provided by the manufacturer. It 

saturates at the distance x = d, where d is the dead 

layer thickness including d0 and the transition zone 

thickness. Moreover, it was shown by Clouvas et al. [11] 

that any function that increases slowly near d0 and 

steep increase for x values near d can be used in the 

simulation procedure.  

In this work we use the following charge 

collection efficiency function  
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where δl is the transition zone thickness which verifies 

d = d0+δl. 

In the simulation process, the parameter l was 

modified in order to match the experimental and 

simulated efficiency values for the photon energy of 

662 keV specific to the 137Cs source emission. The 

best agreement between the experimental and 

simulated efficiency values was found for l = 1 mm 

(Fig. 2).  

 

 

 

 

 

 

 

 

 

 

Fig. 2  Adjustment of the transition zone layer l to match the 
experimental and simulated values of the efficiency for the 
137Cs source. The horizontal line represents the experimental 
value of the efficiency. 

The charge collection efficiency function T(x), 

corresponding to the parameter l =1mm, was used in 

the simulation in order to determine the detector 

response. The T(x) is shown in Fig.3. The simulated 

efficiency curve N0/Φ =f (E) is shown in Fig. 4 with 

some experimental values of the efficiency. It can be 

seen that the experimental and simulated efficiencies 

agree within the statistical uncertainty of 5% in the 

simulation.  

This study provides strong evidence that the main 

source of discrepancy between the experimental and 

simulated response of the detector arises from the 

uncertainty in the dead layer thickness. The 

introduction of the transition zone and the charge 

collection efficiency function in the simulation 

effectively reduces this discrepancy. 
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Fig. 3  Graph of the charge collection efficiency function T(x) 
used in simulation. 

 

 

 

 

 

 

 

 

 

 

 

Fig.  4  Simulated efficiency curve of the detector.  The 
circles represent the experimental efficiencies corresponding to 
the sources. 

 

3.2 Term Nf / N0 

The angular correction factor is estimated 

experimentally by measuring the peak count rates for 

point sources of various energies positioned at 

different angles at a fixed distance to the detector. In 

general, a more uniform angular response is achieved 

with a Ge crystal of diameter close to the length 

dimension [4]. The angular response of our detector 

was simulated for 100 keV and 1000 keV photons. 

The source was placed at different angular positions at 

1 m from the detector. It is clear from the results 

shown in Fig.5 that the angular response of our 

detector is not a critical factor. We can consider it as 

uniform over angles of at least 60° incidence. The 

uniformity of the angular response was checked with 

the 137Cs source. The results are also shown in Fig. 5.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 5  Angular response of the detector. 

4 Application of the matrix stripping 
method  

The energy interval (0, 3000 keV) is divided into 

600 equal size energy bands of 5 keV. The matrix L is 

a 600×600 matrix. The 5 keV subdivision yields a 

sufficient precision over the measured spectra.  

The terms fij and ir  were determined by an M-C 

simulation where a point source was placed at 25 cm 

from the detector on its axis. Each emission 

corresponded to the mean energy of a 5 keV interval 

from the previous subdivision. To reduce the 

calculation time necessary to determine the elements 

of the matrix L, only 21 primary photon energies 

scanning the whole energy interval were taken in the 

simulation. By analyzing the corresponding spectra, 21 

columns of L were completely determined with 21 

elements of each row of the matrix. The other 

elements of a row were determined by linear 

interpolation over the set of known elements of the 

same row. Using the ROOT analysis package [16], the 

matrix L was inverted and stored in the memory for 

eventual treatment of a measured spectrum.  

Fig.6 is the real spectra and the stripped spectra 

for a simulated monoenergitic source after applying 

the matrix method. It is clear that the used stripping 

method eliminates almost entirely the continuum due 

to partial absorption. Fig.7 shows the real and the 

stripped spectra for a 137Cs source. The widening of 

the full absorption peak is due to the energy resolution 

of the detector. It is important to notice that the full 

absorption peak is conserved after the stripping 

operation whereas the partial absorption events are 

considerably reduced. 
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Fig. 6  Spectra of simulated monoenergitic source before(a) and after (b) applying the stripping matrix to the spectrum. 

 

 

 

 

 

 

 

 

 

Fig. 7  Experimental spectra of the 137Cs source before (a) and after (b) stripping. 

A spectrum was taken in the soil of the National 

Center of Nuclear Sciences and Technologies in Sidi 

Thabet (CNSTN) in Tunisia. The portable Ge detector 

was used in this work. The duration of acquisition was 

fixed to 7200 s. At the same location, a measurement 

of the gamma absorbed dose rate was performed with 

the radiation meter FH 40 of the CNSTN mobile 

laboratory.  

In order to convert the measured spectrum to the 

incident photon flux energy distribution, the spectrum 

must be stripped of cosmic ray and partial absorption 

events. Concerning the cosmic-ray events, we have 

assumed, as had Miller [14], that the cosmic radiation is 

flat in the region 0~3 MeV. Since there is no natural 

γ-rays in 3 ~ 4 MeV, this region was used to estimate 

the cosmic count rate, which was then extrapolated 

back to 0 MeV. For the partial absorption events, the 

matrix L is applied to the resultant spectrum after 

eliminating the cosmic ray counts. The results are 

shown in Fig. 8. After performing the stripping 

operation, the resultant spectrum was converted to an 

incident gamma flux by applying the full absorption 

efficiency of the detector (Fig.4). The angular response 

of our detector is not a critical factor, and it can be 

considered as uniform over angles up to 60° as shown 

previously. The gamma flux energy distribution is 

shown in Fig.9.  

 

 

 

 

 

 

 

 

 

 

Fig. 8  Measured in-situ spectrum, before and after applying 
the stripping procedure. 

 

 

 

 

 

 

 

 

 

 

Fig. 9  In-situ gamma flux energy distribution. 



364  NUCLEAR SCIENCE AND TECHNIQUES Vol.19 

 

Having calculated the flux energy distribution 

(E), the absorbed dose rate D in air due to gamma 

radiation can be easily calculated by  

max
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D E E
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where Emax =2.614 MeV is the highest energy γ-ray 

and μ/ρ is mass absorption coefficient for air at E.  

The resulting dose rate was D=47.2 nGy/h, which 

agrees with the in-situ measurement performed with 

the radiameter FH 40 (42.9 nGy/h with an uncertainty 

of 10%). This agreement led us to believe that the 

matrix stripping method proposed in this work is 

accurate.  

5 Conclusion 

A matrix stripping method for converting in-situ 

γ-ray spectrum, obtained with a portable Ge detector, 

to photon flux energy distribution was proposed. The 

detector response is fully described by its stripping 

matrix and a full absorption efficiency curve. The 

stripping matrix elements were determined by Monte 

Carlo simulations for different incident photon 

energies.  

A function of charge collection efficiency was 

introduced in the simulation based on the methodology 

described by Clouvas et al. [11] to calculate the full 

absorption peak efficiency curve. Sufficient agreement 

was achieved between simulated and experimental 

efficiencies. The procedure is faster than the classical 

approach based on the variation of dead layer 

thickness to match simulated and experimental 

efficiencies.  

The measured spectrum was stripped of the 

partial absorption by applying the stripping matrix. 

When dealing with the cosmic-ray events induced in 

the detector, we followed the procedure given in 

Ref.[14]. Having calculated the flux energy 

distribution, the absorbed dose rate in air was easily 

deduced.  Good agreement was achieved between the 

dose rate deduced from the stripping procedure 

applied to an in-situ spectrum collected in the soil of 

the National Center of Nuclear Sciences and 

Technologies in Sidi Thabet-Tunisia (CNSTN) and the 

measured dose rate by the FH 40 radiation meter of the 

mobile laboratory of the CNSTN. This successfully 

validated the proposed technique.  

The matrix stripping method described in this 

work is useful for determining dose rates when dealing 

with unknown source geometry, and helps to interpret 

the radiation field by providing a high resolution flux 

energy distribution.  
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