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Abstract  Molecular dynamics simulations have been used to study two topics of water molecules on hydrophobic 

surfaces. Some properties of the nanobubbles with different ingredients and behavior of single water chains in sin-

gle-walled carbon nanochannels are exploited. Molecular simulations show that the density of the N2 and H2 are quite 

high, which is critical for the stability of the nanobubbles and may have potential applications, such as hydrogen 

storage, incorporated with recent experimental method to controllably produce hydrogen nanobubbles. The water 

molecules inside the nanochannel show an unexpected directed motion with long time period, which is indispensable 

in the future study of the dynamics of biological channels. 
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1 Introduction 

Molecular dynamics simulations have been rec-
ognized as one of the most popular tools in the study 
of the behavior of systems at the nanoscale. Why wa-
ter is so special and recognized as life matrix [1] has 
long been discussed. And it is well known that hydro-
phobic force is one of the most important interactions 
in biological systems.[2] This article will focus on two 
of the most often discussed problems: the nanobubbles 
and the water molecules permeation through nano-
channels. Molecular dynamics simulations were used 
for this study. 

2 Nanobubbles 

Ten years ago, nanobubbles at the solid – water 
interface were proposed as an origin of the mysterious 
long - ranged attractive force as two hydrophobic sur-
faces approached each other in water.[3] However, 

conventional thermodynamics[4] predicted that the 
lifetime of nanosize bubbles was only several pico-
seconds to hundreds of microseconds, which is too 
short to be observed experimentally. In recent years 
nanobubbles were directly observed by atomic force 
microscopy (AFM).[5-11] Very recently, Zhang et al. 
have also found gas pancakes at the interface of water 
and HOPG (highly oriented pyrolytic graphite) by the 
exchange of ethanol and water.[12] In 2003, Steitz et al. 
suggested that a precursor gas layer contributed to the 
depletion layer of D2O, and nanobubbles were induced 
by the tip of AFM.[13] Doshi et al. pointed out that the 
density reduction of water at the hydrophobic sa-
line-water interface depended on the dissolved gases 
in water whereas preexisting nanobubbles were ex-
cluded.[14] However, lately, Attard et al. insisted that 
nanobubbles are responsible for the long-ranged at-
tractive force measured by AFM between hydrophobic 
surfaces immersed in water.[15] 
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The importance of studying nanobubbles at the 
solid–water interface also lies in that, if there were 
nanobubbles at a hydrophobic solid – liquid interface, 
the dynamics of the system would be significantly 
changed， including the occurrence of a long - ranged 
interaction between hydrophobic interfaces immersed 
in water,[3,16] the stability of colloidal systems,[17] the 
flotation of minerals,[18–20] the reduction of friction and 
drag in microfluidic transportation,[21–23] and the rup-
ture of wetting films.[24] The existence and growth of 
nanobubbles on surface may have also profound po-
tential influence and application in many important 
scientific fields such as fast protein folding and as-
sembly,[25-28] biosensors/biochips,[29] detergent - free 
cleaning,[30] ultrasound diagnostics, and local drug 
delivery in medicine.[31] 

With the rapid development of powerful com-
puter facility, molecular dynamics simulation has been 
widely used in the study of the dynamics in the length 
scale of nanometers. Water vapor bubbles between two 
hydrophobic planar surfaces immersed in water and 
the collapse of water vapor bubbles in liquid have 
been studied by molecular dynamics.[32,33] The former 
is stable while the lifetime for the latter is only about 
picoseconds. We will concentrate on the behavior of 
gas bubbles at the nanoscale filled with other ingredi-
ents, such as N2 and H2, in the water. We find that the 
densities of those gases in nanobubbles are considera-
bly large. 

The bond stretching interaction between two co-
valently bonded atoms i and j is represented by a har-
monic potential:[34] 

 2( ) 1 2 ( )V r k r b= −   

where k and b are force constant and standard bond 
length of harmonic potential; the values are defined in 
Gromacs Manual 3.2.[34] 

The interactions between molecules are ex-
pressed by the Lennard–Jones potential function: 

 ( ) ( )12 64 / /r rϕ ξ σ σ⎡ ⎤= −⎣ ⎦   

where σ  and ξ  are the length scale and the energy 
scale of the Lennard–Jones potential, respectively. 
Universal Force Field parameters[35] are used in our 
simulation. The parameters used in simulations are 

bN = 0.1120 nm, kN = 1,280,025 kJ·mol-1·nm-2, 

ξ N  =  2 8 9  J ·mol-1, σ N  =  0.326 nm; bH  =0.0708 nm, 
kH  =  758,921 kJ·mol-1·nm-2, ξ H  =  184  J·mol-1, σ H  =  
0.0392 nm. 

The other parameters used in this article, includ-
ing the interactions between water molecules, are set 
according to Gromacs 3.2.1[34] and the SPC[36] water 
mode is adopted. 

2.1  Simulations of N2 

We begin with the simulation of N2. We have 
simulated two kinds of systems. The molecule dy-
namics simulations were carried out at a constant 
pressure (0.1 MPa) and at constant temperature with 
Gromacs 3.2.1. Periodic boundary conditions are ap-
plied in all directions. The time step is 0.002 ps. 
2.1.1 Molecular simulation of liquid droplet N2 at 

77.3K 
In our series of simulations, the systems con-

tained N2 molecules, the numbers of which are 1024, 
1500, and 2048, respectively. The initial box size is Lx  

=  12  nm, Ly  =10  nm, Lz =10  nm. That the system 
was believed to reach the equilibrium when we got a 
constant density independent of time. Initially, nitro-
gen molecules formed a simple cubic structure, with a 
lattice constant 1.8405σ N. The data were collected 
after 1-ns simulation. 

The local density at a distance r from the center is 
calculated in a spherical shell with a small width of 
0.2 nm. The result is shown in Fig. 1. By fitting a tanh 
function,[37] the densities at the center of the liquid 
droplet are 829, 812, and 816 kg·m-3 for N = 2048, 
1500, and 1024, respectively. Those values 
 

 

 

 

 

 

 

 

 

 

Fig.1  Local density profiles for different numbers of N2 mole-
cules. The squares, diamonds, and triangles are the simulation 
results while the lines are the fit tanh functions. 
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are very close to the experimental value of 807.4 
kg·m-3 at the boiling temperature, 77.3 K [38] and a 
pressures of 0.1 MPa. This verifies the method of our 
simulations. 
2.1.2 Molecular simulation of N2 bubbles immersed 

in water at room temperature 
The computation box in our simulations has the 

size of Lx  =  14 nm, Ly  =  10 nm, Lz  =  10 nm. The 
system contains 1600 nitrogen molecules and 43,915 
water molecules. Initially, nitrogen molecules in a 
simple cubic structure are located in the center of the 
box, with a lattice constant 1.8405σ N. The data were 
collected at 1 and 1.5 ns, respectively. We found that 
the results for different times are quite similar so we 
believe that the system has reached the equilibrium. 

The local densities are shown in Fig. 2. By fitting 
to a tanh function,[37] our simulation result shows that 
the density at the center of the nanobubble is 260 kg 
m-3 at room temperature and a pressure of 0.1 MPa. 

 
 

 

 

 

 

 

 

 

 

Fig.2 Local density profiles of a N2 nanobubble in water. The 
open squares and diamonds are the simulation results while the 
lines are the fit tanh functions. 

2.2  Simulations of H2 

We also simulated simulations on two kinds of 
systems. The molecule dynamics simulations were 
carried out at a constant pressure (0.1  MPa) and con-
stant temperature with Gromacs 3.2.1. Periodic 
boundary conditions are applied in all directions. The 
time step is 0.002 ps. 
2.2.1  Molecular simulation of liquid droplet H2 at 

temperature 22 K 
The computation box in our simulations has the 

size of Lx  =  10 nm, Ly  =  10 nm, Lz  =  10 nm. Our 
simulations contain a system with a temperature of T  
=  22 K. The system was believed to reach the equilib-

rium when a constant density, independent of time, 
was reached. Initially, hydrogen molecules formed a 
simple cubic structure, with a lattice constant 15.3σ H. 
The data were collected after 1 ns simulation. 

The local density profile is shown in Fig. 3. By 
fitting to a tanh function,[37] the density at the center of 
the liquid droplet was 78.6 kg·m-3 at T =  22 K. Those 
values are close to the experimental value of 70.9 
kg·m-3 at boiling temperature 22 K[39] and pressure of 
0.1 MPa. 

 
 

 

 

 

 

 

 

 

 

Fig.3  Local density profile of H2 at boiling temperature 22 K. 
The squares are the simulation results while the line is the fit 
tanh function. 

2.2.2  Molecular simulation of H2 bubbles immersed 
in water at room temperature 
The computation box in our simulations has the 

size, Lx  =  10 nm, Ly  =10 nm, Lz  =  10 nm. The sys-
tem contains 1728 hydrogen molecules and 29,037 
water molecules. Initially, hydrogen molecules in a 
simple cubic structure were solved in the center of the 
box, with a lattice constant 15.3σ H. The data were 
collected after 1 ns simulation. The results for different 
times were found to be quite similar, leading to the 
conclusion that the system has reached the equilib-
rium. 

The local density profiles are shown in Fig. 4. By 
fitting to a tanh function,[37] our simulation result 
shows that the density at the center of the H2 nano-
bubbles is 10.9 kg·m-3 at room temperature and a 
pressure of 0.1 MPa. 

From the simulations we found that the density in 
gas bubble is quite high, i.e. 32% of the density of 
liquid N2 and 14% of liquid H2. This is unexpected. 
Further studies are necessary to clarify whether the 
MD simulation results really reflect the real cases. 
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Moreover, if the high density is confirmed, the name 
nanobubble may be not appropriate. However, in this 
article, we still call it gas nanobubble. 
  
 

 

 

 

 

 

 

 

 

Fig.4  Density profile of H2 nanobubbles immersed water. 
Inset is an enlarged part at r → 0. The circles are the simulation 
results while the lines are the fit tanh functions. 

 Previously, MacLeod and Sugden had suggested 
an empirical relationship between surface tension and 
density:[40] 

4
L V[ ( ) / ]P Mγ ρ ρ= −  

where γ  is the surface tension, P is the parachor of 
the liquid, Lρ  and Vρ  are the liquid and the vapor 
densities (g·cm-3), respectively, and M  is the mo-
lecular weight of the liquid. If the equation can be ap-
plied to this study of the nanobubbles, and the gas ac-
cumulated at the liquid/solid interface at the nanoscale 
has high density as indicated by the MD simulations, 
the surface tension will greatly reduce, i.e., if the den-
sity of the gas state is 20% of the density of water, the 
surface tension is only 40% of the original value (72 
mN·m-1). The stability difficulty due to the huge pres-
sure might disappear. More detailed study of the 
nanobubble stability will be presented elsewhere. 
Moreover, the simulation results also give a possible 
suggestion for potential applications of gas with high 
density. In fact, recently, hydrogen nanobubbles were 
also controllably produced on graphite surface using 
electrochemical approach. The coverage of gas bub-
bles or gas pancakes can be as large as 90% of the 
surface. If the gas density is 20% of the density of 
water, hydrogen nanobubbles with high coverage rates 
can be used as a new matter for hydrogen storage at 
room temperature and ambient atmosphere pres-
sure.[41] 

3 Water molecules permeation across 
nanochannels 

One of the motivations of studying water mole-
cules permeation across nanochannels comes from the 
problems in biological membrane transportation.[42-46] 
Since the first atomic resolution of the aquaporins by 
Agre et al., much attention has been paid on how the 
behavior of water molecules depends on the shape and 
dimension of nanochannels.[47] Molecular dynamics 
simulation is one of the most important tools in this 
direction. Despite the efforts on the direct simulations 
on water permeations across the biological channels 
such as Aquaporin, Glpf and MscS,[46, 48-51] simple 
model channels have been widely used to exploit pri-
mary characteristics of those biological channel, con-
sidering the complicated structure of membranes and 
membrane–water interactions. The study of the model 
nanochannels is also useful for the future development 
of nanodevice. In 2001, Hummer et al. showed that 
single-walled carbon nanotubes (SWNT) could be 
designed to be molecular channels for water.[52] They 
observed that a minute reduction in the attraction be-
tween the tube wall and water dramatically affected 
pore hydration, leading to sharp, two-state transitions 
between empty and filled states on a nanosecond 
timescale.[52] Beckstein et al. have investigated the 
passage of water through atomistic models of hydro-
phobic nanopores embedded in a membrane minetic 
by molecular dynamics simulations.[53] An abrupt 
transition from a closed state (no water in the pore 
cavity) to an open state (trapped water at approxi-
mately bulk density) has been found once a critical 
pore radius is exceeded.[53] The vapor–liquid transition 
has also been observed in mechanosensitive chan-
nels[51, 54, 55] and other hydrophobic nanopores.[55–58] 

The single-file water molecules in those nano-
channels have been observed for a long time. Recent 
studies show that many of the special properties of 
those systems result from the nearly-aligned single-file 
water molecules. In our previous studies, we have 
studied the behavior of water molecules in a SWNT 
with 8.1 Å in diameter and 13.1 Å in length under de-
formations[59] and electric signals. It has been found 
that the system is both effectively resistant to defor-
mation/electric noises and sensitive to available sig-
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nals.[59] The average number of water molecules dis-
tributed inside the channel is about 5. There is a clear 
wavelike pattern of the water molecules and we found 
that it plays an important role in the high deformation 
signal-to-noise ratio.[59] However, when the length of a 
SWNT increases a little, say by 1.2 Å, the average 
number of water molecules inside approaches 5.5 so 
that the wavelike pattern is not clear. This article will 
focus on some properties of the nearly aligned water 
chain in this SWNT. 

The simulation framework is shown in Fig. 5. A 
single graphite sheet divided the full space into two 
parts. To mimic the biological water channels in 
membranes, an uncapped, single-walled carbon nano-
tube, 14.6 Å in length and 8.1 Å in diameter, along the 
z -direction was embedded in the center of a graphite 
sheet. The single graphite sheet divided both the full 
space and the SWNT into two equal parts. The 
156-carbon (6,6) nanotube was formed by folding a 
graphite sheet of 5  ×  12 carbon rings to a cylinder, 
and then relaxed with the interaction between carbon 
atoms. This interaction was described with the param-
eterized potential by Brenner[60] according to the Ter-
soff formulism.[61] Initially, water molecules were 
filled in the other space of the system except for the 
channel of the SWNT. Periodic boundary conditions 
were applied in all directions. 

The molecule dynamics simulations were carried 
out at a constant pressure (0.1 MPa with initial box 
size Lx =  3.0 nm, Ly  =  3.0 nm, Lz =  4.0 nm) and tem-
perature (300 K) with Gromacs 3.2.1.[34] Here the 
TIP3P[62] water model was applied. A time step of 2 fs 
was used and data were collected every 0.5 ps. In the 
simulations, the carbon atoms were modeled as un-
charged Lennard–Jones particles with a cross-section 
of σ CC  =  0.34 nm, σ CO =  0.3275 nm, and a depth of 
the potential well of ε CC =  0.3612 kJ·mol-1, ε CO  =  
0.4802 kJ·mol-1.[52] Carbon–carbon bond lengths of 
0.14 nm and bond angles of 120˚ were maintained by 
harmonic potentials with spring constants of 393,960 
kJ·mol-1 nm-2 and 527 kJ·mol-1·(°)-2 before relaxa-
tion.[59] In addition, a weak dihedral angle potential 
was applied to bonded carbon atoms.[63] 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig.5  Snapshot of the simulation system. 

The carbon nanotube together with the graphite 
sheet solvated in a water reservoir was simulated for 
122 ns using molecular dynamics and the results in the 
last 120 ns were collected for analysis. The average 
number of water molecules is 5.4. In Fig. 6, the dis-
tribution of water molecules inside the nanotube along 
the z-direction is shown. Unlike that in a SWNT with 
a length of 13.1 Å, the wavelike pattern is negligible. 

 
 
 
 
 
 
 
 
 
 

Fig.6  Water distribution along the nanotube axis. 

Hydrogen bonds in the SWNT are highly ori-
ented and nearly aligned with the nanochannel axis 
and collectively flip in their orientations.[52, 64] In our 
previous article, we tried to quantify the orientation of 
water chain by defining a characteristic angle denoted 
byφ .[58] The variable φ  is the angle between a water 
molecule dipole and the z-axis, and the average runs 
over all the water molecules inside the nanochannel. It 
is found that φ  usually falls in two ranges, 
15 50φ° < < °  and 130 165φ° < < ° , which were 
called +  dipole and −  dipole states, respectively.[59] In 
Fig. 7, we show the probabilities of the water fluxes 
for +  dipole and −dipole states. We find that the net 
flux usually has the same direction with the dipole 



76 NUCLEAR SCIENCE AND TECHNIQUES Vol.17 

 

orientation of the hydrogen-boned chain inside the 
SWNT. The average duration for each state is 3.1 ns. 
For each state with duration larger than 1 ns, the data 
are collected for further analysis. We obtained a total 
of 57 ns in +  dipole state and 35 ns in −  dipole state 
from the simulation. The average net fluxes are 4.9 
ns-1 and −3.9 ns-1 along the + z-axis for +  dipole and 
−  dipole states, respectively. 

 
 

 
 

 

 

 

 

 

 

Fig.7  Probabilities of the water fluxes for +  dipole 
and -  dipole states. 

Why is there net flux for each state? It is clear 
that the SWNT is electrically neutral and the polariza-
tion of the carbon atoms by the hydrogen bond has not 
been included. In 2004, Kosztin and Schulten have 
shown that the asymmetry of potential of mean force 
(PMF) can result in the transporting of glycerol mole-
cules across the membrane even against the concentra-
tion.[64] The PMF for water molecules for +  and −  
dipole states are shown in Fig. 8(a). We can find a 
systematic difference between them, which can be 
seen more clearly in Fig. 8(b). The PMF for each state 
is also asymmetric. Consequently, the net flux of wa-
ter can be expected from the theory of Kosztin and 
Schulten. 

 
 

 

 

 

 

 

 

 
Fig.8  (a) The potential of mean force ( )U z ±  of water mole-
cules inside a SWNT for +  dipole and − dipole states, z  is 
the normalized position in the nanotube along the z -direction. 
(b) ( ) ( )U z U z− +− . 

Following three points should be noted: ( 1 )  The 
time duration for such transportation of water is still 
short while that for glycerol transporting in Ref. [64] 
can be infinity. However, since the asymmetry of the 
PMF in Ref. [64] is due to the asymmetrical structure 
of the aquaglycerol channel protein, without an exter-
nal force, it is quite difficult to keep the asymmetrical 
structure. In the present system, the structure of the 
SWNT is completely symmetrical. The duration can 
be long for a long SWNT. ( 2 )  The present system is 
not a perpetual motion machine since the duration for 
net water transportation is limited. If we have a time-
scale much higher than the duration, each state is only 
an orientation fluctuation. The average net flux ap-
proaches zero when the timescale approaches infinity. 
However, if we have an elegant trigger, useful work 
can be gained in the time interval within each orienta-
tion fluctuation state. ( 3 )  The net flux in each state is 
comparable to the biological value,[45] showing that 
this mechanics is important in the study of the bio-
logical systems. 
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