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The Monte Carlo method can be widely applied to particle transport through numerous simulated data pro-
cessing operations. However, this process consumes much time. Traditional parallel computing based on
multi-CPU or multi-core CPU can effectively address this issue, but it is limited by inadequate computer hard-
ware. Nonetheless, the current programmability and parallel processing capability of digital graphics processing
units (GPUs) can sustain general computing applications such as Monte Carlo program simulation. This paper
presents a method that facilitates the parallel computation of the Monte Carlo procedure through GPUs. Its
feasibility is verified through a sample of simplified photon transport program, the results indicate that execu-
tion time can be shortened by approximately 90 times. Based on the general Monte Carlo program Geant4, the
photon and electronic coupled transport module was examined, analyzed, and rewritten using the GPU program-
ming language OpenCL to generate a Geant4 parallel tool [base on GPU parallel computing tool (BOGPT)]. The
simulation results of the standard examples demonstrated that the outcomes of the BOGPT program are simi-
lar to those of Geant4 and the simulation time can be reduced by approximately three times. Finally, the GPU
programming-based parallel computing method for Monte Carlo applications is accelerated and implementation
prospects are broadened following further optimization.
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I. INTRODUCTION

The Monte Carlo method is a type of stochastic simulation
method that approximates solutions to quantitative problems
with the help of different statistical sampling techniques. It is
also considered as a random sampling technique or a statisti-
cal test method. The Monte Carlo method is widely used in
atomic energy research, radiation protection, dosimetry and
radiation biophysics, and other fields of nuclear science to ad-
dress neutron and photon transport in nuclear reactor design,
physics experiments, and radiation shielding [1]. Several sim-
ulation programs are based on the Monte Carlo method, in-
cluding electron gamma shower, Monte Carlo N-Particle, and
Geant4 procedures [2]. Nonetheless, the Monte Carlo method
must be developed based on numerous simulations to obtain
reasonable and accurate results given that it is a method based
on probability and statistics theories. Errors in the Monte
Carlo method can be described by X, - o/ VN, where N is the
number of tracking particles and o is the variance. To limit
errors in the simulation results, the general approach involves
increasing the number of tracked particles, which in turn in-
creases time cost. Hence, research on shortening simulation
time under the premise of guaranteed error is particularly sig-
nificant [3].
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The Monte Carlo program can be accelerated in two ways:
hardware and software acceleration [4, 5]. With respect to
hardware acceleration, the University of Toronto in Canada
investigated the parallel computing of Monte Carlo based on
a field programmable gate array (FPGA) in addition to im-
proving computer performance [6]. The software accelera-
tion method for the Monte Carlo program is divided into two
parts. One part aims to improve the algorithm by enhanc-
ing the structure of the program and to reduce the number of
simulation processes using programming techniques or algo-
rithms, thereby limiting simulation time. Another software
acceleration method is parallel computing, which facilitates
multi-threaded simulation in the program by enhancing the
implementation of the Monte Carlo program structure.

Graphics processing units (GPUs) are significantly advan-
tageous over central processing units (CPUs) in terms of high-
speed float point arithmetic performance. The current study
attempts to apply the parallel computing capabilities of GPU,
to re-write the photon and electron simulation processes of
the Geant4 simulation program with an open programming
language, to write the Geant4 simulation program into a GPU
kernel executable program using an open programming lan-
guage, and to generate a new Geant4 simulation program
based on GPU. In the process of developing this new Geant4
simulation program, the main calculation component of the
simulation is implemented in GPUs while the overall process
is coordinated by the CPU. Simulation models are also estab-
lished to verify the feasibility of the new Geant4 simulation
program based on GPU.
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II. MATERIALS AND METHODS

The parallel computing capability of GPU has been im-
proved significantly in recent years [7]. Given its pow-
erful parallel computing capability and sophisticated pro-
grammable performance, increasing numbers of researchers
focuses on the application of GPU to the field of non-graphics
processing. Thus, a new field of study is developed, namely,
the general-purpose computation of GPUs (GPGPU). This
study field emphasizes the expansion of the range of scien-
tific computing on GPU to beyond conventional graphics pro-
cessing. To date, GPGPU has been applied successfully in
algebraic computations, database applications, fluid simula-
tion, spectrum analyses, and in the commercial implementa-
tion of data mining tools and intelligent information process-
ing systems [8, 9]. The rapid development of GPGPU gen-
erates a novel research direction for the acceleration of the
Monte Carlo program and of GPU-based parallel computing
[10, 11]. The target can be reached using GPU programming
languages such as OpenCL and CUDA. The present study es-
tablishes two models: One model verifies and compares the
feasibilities of OpenCL and CUDA, whereas the other deter-
mines the accelerating effects of this method.

A. Simplified model of photon transport

This study utilizes a simplified model of photon transport.
This model adopts an energy-tunable, monoenergetic photon
source and an iron target of infinite incident cross-sectional
areas and variable thickness. In this simplified model, only
the Compton scattering is taken into account and the pro-
gram gives the energy spectrum of the photon and normal-
izes the output. Various programming languages can be used
to calculate this model. Therefore, this study programs min-
iMC, miniMC_O, and miniMC_C using Geant4, OpenCL,
and CUDA, respectively. The differences among these three
programs are presented in the succeeding sections of this pa-
per. Fig. 1 shows the process of the parallel computing pro-
gram that describes photon transport based on GPU using the
OpenCL programming language. The algorithm process of
CUDA is similar to the aforementioned one.

First, the miniMC_O program must establish the kernel
program using the OpenCL programming language. This
program is divided into two sections, namely, the OpenCL
starting section and the kernel code section. OpenCL mainly
establishes a link between CPU and GPU and can check
whether the hardware of the current system meets the require-
ments for parallel computing. It can also manage the parallel
computing program, such as how the kernel can be sent to
the GPU and how the number of threads can be controlled.
The process initiated in the kernel code section is similar to
that of the miniMC program in Geant4, with the exception of
some differences in syntax. With the completion of the ker-
nel program, the results are tentatively saved to the GPU chip
memory. The program must therefore return the calculated re-
sults to the CPU through the storage mechanism established
in the start section of the OpenCL to collect and subsequently
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analyze the results.
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Fig. 1. (Color online) Algorithm process of photon transport based
on GPU (OpenCL).

B. Simple coupling model of photon and electron transport

This model aims to determine the acceleration effect
achieved with the GPU-based parallel computing method for
the Monte Carlo program. The Geant4 program (version
4.8.2) is chosen as the standard computing program. Base
on GPU, parallel computing tools (BOGPT) are developed
to solve the simulation model for electronic energy deposi-
tion in the material. This model involves an energy-tunable
monoenergetic electron source whose energy ranges from 0.1
MeV to 10 MeV. This source is positioned in the Z-axis direc-
tion. The target geometry is defined as an infinite rectangular
with a thickness of the incident electron range, which is di-
vided into 100 layers. The material of the target consists of a
single element, such as Cu, Al, or C. BOGPT is then used to
conduct a statistical analysis of the energy deposition of par-
ticles in each layer. Figure 2 depicts the algorithm process of
this program.

In the parallel computing of Geant4 photon electron trans-
port based on GPU, the steps executed within GPU must be
identified to shorten the execution time and to enhance pro-
gram effectiveness. Given that data transfer between the GPU
and CPU may delay the transmission of large data signifi-
cantly in relation to BOGPT procedures, parallel calculation
procedures should ensure that data communication between
GPU and CPU is as limited as possible. BOGPT calculates
the cross-section in the CPU and conveys the results to GPU
for follow-up calculations. The simulation process of the pho-
ton electronic simulation program in Geant4 is written into
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the kernel program using OpenCL. The program is then trans-
mitted to GPU for execution.
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Fig. 2. (Color online) Algorithm process of Geant4 coupling model
of photon and electron transport based on GPU.

III. RESULTS AND DISCUSSIONS
A. Simulation results of the simplified photon transport model

Figure 3 presents the simulation of the simplified photon
transport model when photon energy is 1 MeV and the thick-
ness of the iron target is 10 cm. Four curves in the fig-
ure represent the simulation results of the MCNP5, miniMC,
miniMC_C, and miniMC_QO programs. The reasonable con-
clusion is that the simulation results of parallel computing
based on GPU are similar to those of the original program un-
der the same conditions. Moreover, all findings are consistent
with the simulation results of the MCNPS5 program, thus con-
firming that the parallel computing results of the GPU-based
Monte Carlo program are reliable.

This section discusses the acceleration effect of the pro-
gram. Table 1 lists the simulation times of the different pro-
grams and the variable thicknesses of the target given 107 in-
cident photons at 1 MeV. The GPU-based parallel computing
process for the Monte Carlo program, which utilizes OpenCL
(miniMC_O), is approximately 88 times shorter than that of
the original program (miniMC). Furthermore, the process of
the miniMC_C is approximately 94 times shorter. These re-
sults indicate that GPU can induce the acceleration effect by
efficient parallel computing, thus confirming that the compu-
tational efficiency of the Monte Carlo program can be im-
proved with the help of parallel computing based on GPU.
In addition, OpenCL may have relatively more technical sup-
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port and broader development prospects than CUDA. Thus,
OpenCL is used as the programming language in this study.
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Fig. 3. (Color online) Simulation results of simplified model of pho-
ton transport.

Table 1. Simulation time of simplified model of photon transport
Target thickness (cm) miniMC (s) MiniMC_O (s) MiniMC_C (s)

5 32.04 0.37 0.34
10 31.87 0.36 0.33
15 31.99 0.36 0.33
30 32.26 0.38 0.35

B. Simulation results of the simple coupling model of photon
and electron transport

The simple coupling model of photon and electron trans-
port is simulated using three programs after electron energy
and target materials are selected. These three programs are
Geant4, BOGPT, and the non-parallel computing simulation
for the BOGPT program (CPU). The simulation results are
then compared with one another. Figs. 4 and 5 display the
simulation results of these three programs under the same
condition (where De is the energy deposition; Ej is the in-
cident electron energy; ry is the range of the electron; and z
is the particle penetration depth). The X-axis represents the
penetration depth in normalized values and the Y-axis is the
energy deposition value of each layer. Fig. 4 suggests that
the incident electron is 1.0 MeV and that the target is Cu,
whereas Fig. 5 shows that the incident electron is 1.0 MeV
and the target is Al. These results indicate that the BOGPT
program simulation results are roughly similar to those of the
original Geant4 program, thereby indicating that the simula-
tion results are credible.

Table 2 lists the simulation times of the BOGPT, CPU, and
Geant4 programs given different target materials under the
condition that electron energy is 1 MeV and the number of
incident particle is 10°. The costs of the BOGPT program
are approximately two times less than those of the CPU and
Geant4 programs. Therefore, the parallel efficiency of the
BOGPT program is roughly three times better than those of
the other two programs.
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Fig. 4. (Color online) Energy deposition in Cu of incident electron
at 1.0 MeV.
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Fig. 5. (Color online) Energy deposition in Al of incident electron
at 1.0 MeV.

Table 2. Simulation time of simple coupling model of photon and
electron transport

Material CPU (s) BOGPT (s) Geant4 (s)
C 329.3 105.8 305
Al 327.5 103.5 301
Cu 330.2 109.33 308
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However, the acceleration effect of the BOGPT program is
inferior to those of the miniMC_O and miniMC_C programs,
which are nearly 100 times better than the effects obtained
with parallel computing. This finding is attributed to the fact
that the simulation of the BOGPT program is much more
complex than those of the simplified models. MiniMC_O
and miniMC_C are simple and consider only the Compton
scattering effect. By contrast, the BOGPT program involves
the coupling model of photon and electron transport, the sim-
ulation process of which is substantially similar to that of
Geant4. It involves numerous judgment and branch oper-
ations in which GPU is ineffective. BOGPT is the initial
completion of the reproduction of the simulation processes
of Geant4, which optimizes programs by parallel computing
based on GPU without effective program optimization. This
process limits the effect of parallel computing to some extent.

The simulation of CPU program time is slightly longer than
that of Geant4, as shown in the Table. This result is primarily
ascribed to the fact that the optimization processes of call-
ing cross-section in the original Geant4 have been deleted to
enhance the execution of the BOGPT program. Thus, the
BOGPT program considers cross-sections directly and not
through judgments and branches, which take certain time cost
and lengthen the simulation time of the CPU program in com-
parison with that of Geant4.

IV. CONCLUSION

This research is a preliminary study on a GPU-based par-
allel computing method for the Monte Carlo program. The
Geant4 procedures and the BOGPT program are simulated
and compared, and the results indicate that the use of GPU
programming can facilitate the parallel computing of the
Monte Carlo program. Furthermore, the increase in speed
by a maximum of 100 times is ideal for simple procedures.
It is also effective in complex Monte Carlo procedures, such
as Geant4. However, this method remains limited in terms
of hardware and software. Therefore, it must be further opti-
mized to expand the prospects of GPU programming applica-
tion in the parallel computation of the Monte Carlo program.
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